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Abstract
This article is devoted to the study of a finite system of long clusters of subcritical 2-dimensional FK-
percolation with q ≥ 1, conditioned on mutual avoidance. We show that the diffusive scaling limit of such
a system is given by a system of Brownian bridges conditioned not to intersect: the so-called Brownian
watermelon. Moreover, we give an estimate of the probability that two sets of r points at distance n of
each other are connected by distinct clusters. As a byproduct, we obtain the asymptotics of the probability
of the occurrence of a large finite cluster in a supercritical random-cluster model.
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1 Introduction

Rigorous understanding of the behaviour of interfaces in statistical mechanics models has been the focus
of intensive study for more than 50 years, especially in the case of the Ising model. The first rigorous
results were perturbative and made use of the Pirogov–Sinaı̈ theory to show that a low temperature
two-dimensional Ising interface converges, after an appropriate diffusive scaling, towards a Brownian
bridge [Gal72, Hig79]. However, these works are restricted to the very low temperature regime, even if
the belief was that the result should hold for any subcritical temperature.

In the beginning of the XXIst century, the development and the understanding of the rigorous Ornstein–
Zernike theory, first in Bernoulli percolation and later on in the context of more dependent models such
as the Ising and Potts models [CI02, CIV03, CIV08], provided a new powerful tool for a detailed study
of the subcritical phase of these percolation or spin models. The structural output of this theory is the
probabilistic description of long clusters (or equivalently of long interfaces as we shall see below) in terms
of one-dimensional “irreducible pieces” behaving almost independently (for a precise statement, we refer
to Theorem 2.7). In particular, the diffusive scaling limit of interfaces at any subcritical temperature
could be obtained in the case of the Ising model as a quite simple byproduct of this robust theory in the
work of Greenberg and Ioffe [GI05] (see [Kov04] for the simpler case of Bernoulli percolation).

Later on, this technique has been found to be efficient for studying interfaces interacting with their
environment. Indeed, the above mentioned works deal with unconstrained (also called free) interfaces,
but recent works have been extending the study of these interfaces to broader settings in which non-trivial
interactions with the environment are added. Let us cite [OV18] for the case of a defect line in the Potts
model, and — much more related to this work — [IOVW20] for the treatment of a Potts interface above
a boundary wall. These examples of interfaces interacting with their close environment have turned out
to be more delicate to handle and in certain conditions have been shown to exhibit highly non-trivial
behaviours such as wetting transitions, which have been studied in [IV18].

Of the same nature is the study of a system of multiple interacting interfaces, which is the focus of
the present work. Indeed, this paper determines the scaling behaviour of a finite number of long clusters
of subcritical Fortuin–Kasteleyn (FK) percolation, conditioned not to intersect; subcritical percolation
clusters mimic interfaces in the low temperature regime.

An interesting feature of this setting is that when conditioned not to intersect, the interaction between
the clusters can turn out to be attractive, a priori allowing the existence of a pinning transition — a regime
where this attraction is so strong that the clusters actually remain at a bounded distance from each other.
We rule out the existence of such a transition. In the fashion of [IOVW20], we show that the behaviour of
this system obeys an entropic repulsion phenomenon: the entropy caused by the large number of possible
clusters wins over the energetic reward obtained by keeping them close together, all the way up to the
critical point. Such a phenomenon has been previously identified in a variety of settings, for instance in
the three-dimensional semi-infinite Ising model at low temperatures [FP87], the 2+1-dimensional SOS
model above a hard wall [CMT15], a 1+1-dimensional interface above an attractive field in presence of
a magnetic field [Vel04] or a supercritical Potts interface above a wall [IOVW20], to mention but a few
works studying this phenomenon.

In this work, entropic repulsion of the FK clusters at any subcritical temperature is established in
Proposition 4.8, which is probably the most important output of this work. As a byproduct, we derive
two results regarding the global behaviour of such a system of conditioned clusters. The first one is the
diffusive scaling limit of such a system, which is shown to be a system of Brownian bridges conditioned
not to intersect: the so-called Brownian watermelon. Moreover, we observe that the entropic repulsion
phenomenon also allows the computation — up to a multiplicative constant — of the probability of
the existence of such a system of clusters. Finally, as a byproduct of the latter observation, we also
obtain the asymptotics of the probability of the occurrence of a large finite connection in the supercritical
random-cluster model.

The method is in spirit close to that of [IOVW20], but with considerable additional difficulties. These
are essentially due to the fact that the interaction is not only between a random object and a deterministic
one, but between several random objects, forcing one to control their joint behaviour. The proofs make
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heavy use of the Ornstein–Zernike theory for subcritical random-cluster models, developed in [CIV08].

1.1 Definitions of the random-cluster model and the Brownian watermelon
1.1.1 The random-cluster model

The model of interest is the so-called random-cluster model (also known as FK-percolation). We first
recall its definition and a few basic properties (we refer to [DC20] for a complete exposition). The random-
cluster model on Z2 is a model of random subgraphs of Z2. Its law is described by two parameters,
p ∈ [0, 1] and q > 0.

Let G = (V (G), E(G)) be a finite subgraph of Z2. We denote its inner boundary (resp. outer
boundary) by

∂G =
{
x ∈ V (G), ∃y /∈ V (G), {x, y} ∈ E(Z2)

}
and

∂extG =
{
x /∈ V (G), ∃y ∈ V (G), {x, y} ∈ E(Z2)

}
, respectively.

A percolation configuration on G is an element ω ∈ {0, 1}E(G). We say that an edge e ∈ G is open
if ω(e) = 1 and closed otherwise. Two vertices x, y ∈ Z2 are said to be connected if there exists a
path of nearest neighbour vertices x = x0, x1, . . . , xn = y such that the edges {xi, xi+1} are open for
every 0 ≤ i ≤ n − 1. In this case, we say that the event {x ↔ y} occurs. A vertex cluster of ω is a
maximal connected component of the set of vertices (it can be an isolated vertex). Given a percolation
configuration ω, we denote by o(ω) its number of open edges, and by k(ω) its number of vertex clusters.

A boundary condition on G is a partition η = P1 ∪ · · · ∪ Pk of ∂G. From a configuration ω ∈
{0, 1}E(G), we create a configuration ωη by identifying the vertices that belong to the same Pi of η. Two
particular boundary conditions, that we shall call the free boundary condition (resp. wired boundary
condition), consist in the partition made of singletons (resp. of the whole set ∂G). We shall write η = 0
(resp. η = 1) for this specific boundary condition.

Definition 1.1. Let G = (V (G), E(G)) be a finite subgraph of Z2, and η be a boundary condition on G.
Let p ∈ [0, 1] and q > 0. The random-cluster measure on G with boundary condition η is the following
probability measure on percolation configurations on G:

ϕη
p,q,G (ω) =

1

Zη
p,q,G

(
p

1− p

)o(ω)

qk(ωη),

where Zη
p,q,G > 0 is the normalisation constant ensuring that ϕη

p,q,G is indeed a probability measure. We
shall refer to Zη

p,q,G as the partition function of the model.

It is classical that for η = 0 and η = 1, this measure can be extended to the whole plane Z2, by taking
the weak limit of the measures ϕη

p,q,Gn
over any exhaustion (Gn)n∈N of Z2, and that the limit measure

does not depend of the choice of the exhaustion. Below, we will simply write ϕη
p,q instead of ϕη

p,q,Z2 .
A very fundamental feature of this model is that it undergoes a phase transition. Namely for any

q ≥ 1, there exists a critical parameter pc = pc(q) ∈ (0, 1) such that:

• ∀p < pc(q), ϕ1
p,q (0↔∞) = 0;

• ∀p > pc(q), ϕ0
p,q (0↔∞) > 0,

where {0↔∞} is the event that the cluster of 0 is infinite.
We are going to be interested in the first case — called the subcritical regime. In this case it is

well known that the choice of boundary conditions does not affect the infinite volume measure. We thus
drop η from the notation and simply write ϕp,q for the unique infinite volume measure when p < pc(q).
Another important feature of the subcritical random-cluster model is the existence and the positivity of
the following limit:

τp,q := lim
n→∞

− 1

n
log [ϕp,q (0↔ (n, 0))] . (1.1)



Introduction 4

We call this quantity the inverse correlation length in the direction e⃗1. Moreover, standard subadditivity
arguments yield that

∀x ∈ Z2, ϕp,q [x↔ x+ (n, 0)] ≤ e−τp,qn. (1.2)

Since p, q will be fixed through this work, we shall simply write τ > 0 instead of τp,q.

1.1.2 The Brownian watermelon

The Brownian watermelon is a stochastic process that arises in various areas of probability theory, like
random matrix theory [BS07], integrable probability [Joh05], but also more recently in the study of the
KPZ universality class [Ham22].

We give a brief definition of this object, and we refer to [OY02], [Gra99] and [DW10] for the full
construction and details. Let r ≥ 1 be an integer. We define the Weyl chamber of order r:

W = {(x1, . . . , xr) ∈ Rr, x1 < · · · < xr} .

We shall also introduce the functional Weyl chamber in the interval [s, t] for 0 ≤ s < t (for any set
A ⊂ R, the set C(A,Rr) denotes the space of continuous functions from A to Rr):

W[s,t] = {f ∈ C([s, t],Rr),∀s ≤ ℓ ≤ t, f (ℓ) ∈W}.

Moreover let ∆ denote the Vandermonde function, defined for any (x1, . . . , xr) ∈ Rr by:

∆(x1, . . . , xr) =
∏

1≤i<j≤r

(xj − xi).

Definition 1.2 (Brownian watermelon). The Brownian watermelon with r bridges is the continuous
process

(
BW(r)

t

)
0≤t≤1

obtained by conditioning r independent standard Brownian bridges not to intersect
in (0, 1). It is a random object of C([0, 1],Rr).

Remark 1.3. Since the non-intersection event has null probability for r random bridges as soon as r ≥ 2,
the latter conditioning is rigorously done by means of a Doob h-transformation by the harmonic function
∆. We refer to [OY02] and [DW20] for the details of the construction (and the fact that ∆ is harmonic for
a system of r standard bridges). Moreover, it can be shown, by means of the Karlin–McGregor formula,
that for any 0 < t < 1

P
[
BW(r)

t ∈ dz
]
∝ 1

(t(1− t))r
2/2

∆2(z)e−
|z|2

2t(1−t)1z∈W dz. (1.3)

Remark 1.4. Alternatively, the Brownian watermelon can be built via the following method: consider a
system (Bε

t )0≤t≤1 of r independent standard Brownian bridges started from 0, ε, . . . , (r−1)ε respectively.
Then under the conditioning on the event {Bε

t ∈ W0,1} (this happens with positive probability), the
following weak limit exists in C([0, 1],Rr) when ε→ 0 and is called the Brownian watermelon:

(Bε
t )0≤t≤1

(d)−−−→
ε→0

(BW(r)
t )0≤t≤1.

For more information on this construction, see [OY02] and [Ham22].

Notations and conventions. If an and bn are two sequences of real numbers, we shall write an ∼ bn
when an

bn
−−−→
n→∞

1. We shall also write an = o(bn) when an
bn
−−−→
n→∞

0 and an = O(bn) when there exists
a constant C > 0 such that |an| ≤ C|bn| for all n ≥ 0. Moreover, we shall write an ≍ bn whenever
an = O(bn) and bn = O(an). Finally, the generic notations c, C > 0 will denote constants depending
only on p and q, that may change from line to line during computations. We denote by ∥ · ∥ the Euclidian
norm on Rd.
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1.2 Exposition of the results
In this paper, we study the scaling limit of a system of subcritical clusters conditioned on a connection
and a non-intersection event. We first start by defining these percolation events.

Definition 1.5 (Connection event, Non-intersection event). Let x, y ∈ W ∩ Zr and n ≥ 0. Then we
define the multiple connection event Connx,y by

Connx,y = {∀1 ≤ i ≤ r, (0, xi)↔ (n, yi)} .

The non-intersection event will be defined by

NIx =
{
∀1 ≤ i < j ≤ r, C(0,xi) ∩ C(0,xj ) = ∅

}
,

where Cu denotes the cluster of the vertex u ∈ Z2. In the rest of this work, as n, x, y will be fixed, we
shall abbreviate Connx,y by Con and NIx by NI. Moreover, we will also abbreviate C(0,xi) by Ci.

Our main result consists in the estimation of the probability that {Con,NI} occurs in a subcritical
random-cluster measure.

Theorem 1.6. Let q ≥ 1, and 0 < p < pc(q). Let r ≥ 1 be a fixed integer. Then, there exist two constants
C−, C+ > 0 such that for any sequences xn, yn of elements of W satisfying ∥xn∥, ∥yn∥ = o(

√
n), when

n is sufficiently large,

C−V (xn)V (yn)n− r2

2 e−τrn ≤ ϕ [Con,NI] ≤ C+V (xn)V (yn)n− r2

2 e−τrn,

where V is the function defined in Theorem 5.5.

Remark 1.7. The function V is not explicit. However, it is known that (see Theorem 5.5) :

When min
1≤i≤r−1

{|(xn)i+1 − (xn)i|} −−−→
n→∞

+∞, then V (xn) ∼ ∆(xn) as n→∞.

Moreover, when x, y are fixed elements of W , the statement simplifies as

ϕ [Con,NI] ≍ n− r2

2 e−τrn.

An interesting corollary, which is a direct consequence of Theorem 1.6 in the case r = 2, can
be obtained using the methods of [CIL10], where the same result is proved in the case of Bernoulli
percolation (corresponding to q = 1 in the random-cluster model). Let us define the truncated inverse
correlation length in the direction e⃗1 by

τ fp = lim
n→∞

− 1

n
log ϕ [0↔ (n, 0), |C0| <∞] .

It is well known that on Z2, whenever p ̸= pc(q), one has that τ fp > 0. Moreover, it is clear that whenever
p < pc(q), τ fp = τp, where τp has been defined in (1.1). Then, Theorem 1.6 allows to compute the
prefactor in the supercritical truncated correlation function.

Corollary 1.8. Let q ≥ 1 and p ∈ (pc, 1). Let ϕ be the unique infinite-volume random-cluster measure
on Z2. Then,

ϕ [0↔ (n, 0), |C0| <∞] ≍ 1

n2
e−2τ f

p∗n,

where p∗ stands for the dual parameter of p (see (1.6) for the relation linking p and p∗).

Remark 1.9. In particular, we obtain the following equality, holding for any supercritical p > pc

τ fp = 2τ fp∗(= 2τp∗).

This is a very specific instance of duality, and such a relation is not expected to hold in higher dimensions.
The result was already well known in the case of Bernoulli percolation, see for instance [CCG+89]
or [Gri99, Theorem 11.24].
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Figure 1: Depiction (in red) of the envelopes Γ+ and Γ− of a percolation cluster. The blue dashed path
corresponds to the more natural notion of interface that could have been considered instead. However,
as explained in Remark 1.14, this blue path converges in the space of continuous curves towards the
Brownian watermelon as well.

Our second result consists in the study of the behaviour of the r clusters created by conditioning on
{Con,NI}. It will be formulated in terms of the envelopes of a cluster.

Definition 1.10 (Upper and lower envelopes of a cluster). Let ω ∈ Con. Then for any 0 ≤ k ≤ n and
1 ≤ i ≤ r we define (see Figure 1)

Γ+
i (k) = max {ℓ ∈ Z, (k, ℓ) ∈ Ci} and Γ−

i (k) = min {ℓ ∈ Z, (k, ℓ) ∈ Ci} .

It is clear that Γ±
i are well defined, since all clusters are almost surely finite in the subcritical regime, and

the sets above are not empty due to Con. We will see these quantities as functions from [0, n] to R by
considering the piecewise affine functions Γ±

i (t) that coincide with Γ±
i on the integers t = k.

Our second result is the following:

Theorem 1.11. Fixx, y ∈W∩Zr and p ∈ (0, pc(q)). Then under the family of measuresϕp,q [ · |Con,NI]
(we recall that Con,NI depend on n), there exists σ > 0 such that:(

1√
n

(
Γ+
1 (nt), . . . ,Γ+

r (nt)
))

0≤t≤1

(d)−−−→
n→∞

(σBW(r)
t )0≤t≤1, (1.4)

where BW(r) is the Brownian watermelon with r bridges, and where the convergence holds in the
space C ([0, 1],Rr) endowed with the topology of uniform convergence. Moreover, almost surely, for all
1 ≤ i ≤ r,

1√
n

∥∥Γ+
i − Γ−

i

∥∥
∞ −−−→n→∞

0 (1.5)

Remark 1.12. A consequence of (1.5) is that in the setting of Theorem 1.11, the clusters remain of width
o(
√
n). Actually, we prove that almost surely, ∥Γ+

i − Γ−
i ∥∞ = O(log n). In particular, the choice of the

upper interfaces Γ+
i in (1.4) is arbitrary and can be replaced by any assignment of ± for the choice of

interfaces to converge.

Remark 1.13. The result is stated for fixed x, y ∈ W ∩ Zr. However, the careful reader may check
that our method allows to treat the case where x and y depend on n. Indeed, as soon as xn, yn are two
sequences of W ∩ Zr satisfying

∥xn∥ = o(
√
n) and ∥yn∥ = o(

√
n),

our methods may apply and yield the same scaling limit.
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Remark 1.14. For the reader familiar with statistical mechanics, it might seem strange that our result is
formulated in terms of these envelopes and not in terms of the upper and lower interfaces running along
the boundary of the clusters Ci. However, it may be shown that the interfaces also converge to the paths of
BW(r)

t (as paths in [0, 1]×Rr). We then chose to work with Γ± since we can use the space of continuous
functions from [0, n] to Rr for studying convergence questions, which is easier to treat than the space of
continuous curves which would be needed when considering those interfaces.

1.3 Background on the random-cluster model
We first recall some basic properties of the random-cluster model (once again we refer to [DC20] for a
complete exposition). These properties are valid for any choice of parameters p and q.

Positive association. The space {0, 1}E(Z2) can be equipped with a partial order: we say that ω1 ≤ ω2

if for any e ∈ E(Z2), ω1(e) ≤ ω2(e). An event A will be called increasing if for any ω1 ≤ ω2,
ω1 ∈ A ⇒ ω2 ∈ A. The FKG inequality then states that for any increasing events A,B, any graph G
and any boundary conditions η,

ϕη
G,p,q[A ∩ B] ≥ ϕη

G,p,q[A]ϕη
G,p,q[B]. (FKG)

This property implies in particular that for any boundary conditions η1 ≤ η2 (meaning that the partition
η1 is finer than η2), for any increasing event A,

ϕη1
G,p,q [A] ≤ ϕη2

G,p,q [A] . (CBC)

This property is called the comparison of boundary conditions and may also be stated as “ϕη1 is stochas-
tically dominated by ϕη2”.

Duality. Let (Z2)∗ = (12 ,
1
2 ) + Z2 and consider the lattice (Z2)∗ with edges between nearest neighbours.

This lattice is called the dual lattice. It has the property that for any e ∈ E(Z2), there exists a unique edge
e∗ ∈ E((Z2)∗) that crosses e. To a percolation configuration ω ∈ {0, 1}E(Z2) we can associate a dual
configuration ω∗ on the dual lattice by setting ω∗(e∗) = 1− ω(e). Then we remark that — as soon as the
parameters guarantee that there exists a unique Gibbs measure — if ω is sampled according to ϕp,q, then
ω∗ has the distribution of ϕp∗,q∗ , where

q = q∗ and
pp∗

(1− p)(1− p∗)
= q. (1.6)

It has been proved by V. Beffara and H. Duminil-Copin in [BDC12] that pc(q) = p∗c(q), meaning that
the parameter pc(q) is self-dual. Also observe that if ϕp,q is subcritical, then ϕp∗,q∗ is supercritical and
vice-versa.

Spatial Markov property. Let G be a subgraph of Z2, and G′ ⊂ G a subgraph of G. Let ξ be a
percolation configuration on Z2. Observe that it induces a boundary condition on G — that we name
η(ξ) — by identifying the vertices wired together by ξ outside G, and a boundary condition on G′ - that
we name η′(ξ) by the same principle. Then,

ϕ
η(ξ)
G,p,q

[
· |ω(e) = ξ(e), ∀e /∈ G′] = ϕ

η′(ξ)
G′,p,q[·]. (SMP)

Finite energy property. When p /∈ {0, 1}, there exists a constant ε > 0 depending only on p and q
such that for any finite graph G, any finite F ⊂ E(G), any boundary condition η, and any percolation
configuration ω0,

ε|F | ≤ ϕη
G,p,q [ω(e) = ω0(e), ∀e ∈ F ] ≤ (1− ε)|F |.

Weak ratio mixing. In the subcritical regime, the random-cluster measure also enjoys the following
weak ratio mixing property. For two finite connected sets of edges E1 and E2, define their distance
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d(E1, E2) as the Euclidean distance between the set of their respective endpoints. Then, for any graph
G, any boundary condition η, any q ≥ 1 and any p < pc(q), there exists a constant c > 0 such that for
any events A and B depending on edges of E1 and E2 respectively,∣∣∣∣∣1− ϕη

G,p,q[A ∩ B]

ϕη
G,p,q[A]ϕη

G,p,q[B]

∣∣∣∣∣ < e−cd(E1,E2). (MIX)

1.4 Outline of the proof
The main idea of modern Ornstein–Zernike theory is to couple a subcritical percolation cluster conditioned
on realizing a connection event {x↔ y} with a random walk started from x and conditioned to reach y.
Such a cluster is essentially a one-dimensional object. As the knowledge on conditioned random walks
is very broad, in particular in terms of Local Limit Theorems and invariance principles, such a coupling
allows to derive properties of the original cluster. In our setting, we would like to couple a system of r
percolation clusters conditioned on Con ∩ NI with a system of r random walks conditioned on a hitting
event and on not intersecting each other. However, such a coupling is not immediately available in this
setting and we have to rely on several comparison principles to show that the behaviours of these two
types of systems are close. Once this task is accomplished, we use an invariance principle for a system
of non-intersecting random walks to derive Theorem 1.11.

Let us be a bit more precise about the method. We first show that Ornstein–Zernike theory extends to
r non-intersecting clusters sampled according to ϕ⊗r (the product of r random cluster measures on Z2)
and thus interacting only through the conditioning. This allows us to derive an invariance principle for
this product measure.

The next step is to transmit the results obtained for the product measure to the “true” FK-percolation
measure. As crucially observed in [IOVW20], this can be done proving an a priori (meaning independent
of the above mentioned coupling) repulsion estimate: under the conditioned random-cluster measure, the
clusters naturally move far from each other and never come near each other again. This input will then
allow us to use the mixing property of subcritical FK-percolation to derive Theorems 1.6 and 1.11.

1.5 Organization of the paper
We first focus on Theorems 1.6 and 1.11. As explained previously, the proof consists of two independent
tasks: comparing the behaviours of the percolation clusters and of a system of interacting random
walks, and then obtaining the scaling limit and fine estimates on such a system of random walks. Our
interest mainly being statistical mechanics, we postpone all the results about interacting random walks to
Section 5, which is independent of the other sections, and may be skipped by readers only interested in
the percolation aspects. Section 2 consists in a review of the rigorous Ornstein–Zernike results for one
single subcritical cluster of FK-percolation. Section 3 is devoted to the study of the scaling limit under
the product measure through a straightforward extension of the Ornstein–Zernike theory to this setting,
as discussed before. Finally, Section 4 is devoted to the proof of the entropic repulsion estimates, and
thus of the announced result.
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grant n° 182237

2 Ornstein–Zernike theory for a single subcritical FK-cluster

In the remainder of the paper, we fix q ≥ 1 and 0 < p < pc(q). Since these parameters will not change
throughout the paper, we drop them from the notations and abbreviate ϕp,q := ϕ.

In this section, we review and discuss the main result of [CIV08] — the Ornstein–Zernike Theorem.
Schematically, this result can be described as follows. Under the conditioned measure ϕ [ · |y ∈ C0]
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where y is some vertex far away from 0, the cluster of 0 has a very particular structure. Indeed, it
macroscopically looks like the geodesic from 0 to y. Moreover, it exhibits typical Brownian bridge
fluctuations around this geodesic, and is confined in a very small tube around this Brownian bridge. The
result is precisely stated in Theorem 2.7.

Definition 2.1 (Directed random walk). A directed measure on Z2 is a probability measure on N∗ × Z.
If X1, . . . , Xn, . . . are independent and identically distributed random variables sampled according to a
directed measure on Z2, then the distribution of process Sn = X1+ · · ·+Xn is called a directed random
walk. We shall call a possible realization of (Sn) a directed walk on Z2.

In the remainder of the paper, we will often interpret trajectories of directed walks as real-valued
functions defined on R+. Indeed, let ν be a directed measure on Z2 and (Sn)n≥0 the associated directed
random walk. Since ν(N∗×Z) = 1, for any t ≥ 0, the trajectory of S almost surely intersects the vertical
line {t} × R once. Calling this point S(t) provides us with a continuous and piecewise linear function:
moreover this correspondence is one-to-one. We shall often use notations as {S ∈ A}, where A is a
subset of C(R+,R). In that case, S will have to be taken as the continuous function described above. Let
(Sn)n≥0 be a directed random walk on Z2. If y ∈ Z2, introduce the event

Hity = {∃n ≥ 0, Sn = y} .

2.1 Diamond confinement and diamond decomposition
We need a bit of vocabulary, in order to properly state the confinement property of a long subcritical
cluster. Let δ > 0, x ∈ Z2. Following [CIV08], introduce the following subsets of Z2:

• The δ-forward cone of apex x to be the set Yδ,+
x = x+

{
(x1, x2) ∈ Z2, δx1 ≥ |x2|

}
.

• The δ-backward cone of apex x to be the set Yδ,−
x = x+

{
(x1, x2) ∈ Z2, δx1 ≤ −|x2|

}
.

• If x, y ∈ Z2 are such that x1 < y1, the δ-diamond of apexes x, y is the intersection:

Dδ
x,y = Yδ,+

x ∩ Yδ,−
y .

If x = 0, we abbreviate the notation by Dδ
y.

Let G be a finite subgraph of Z2 containing the vertex 0 (we say that G is a subgraph of Z2 rooted at
0). We say that:

• (G, v) is δ-left-confined if there exists x ∈ V (G) such that G ⊂ Yδ,−
x .

• (G, v) is δ-right-confined if there exists x ∈ V (G) such that G ⊂ Yδ,+
x .

• G is δ-diamond-confined if there exist y ∈ V (G) such that G ⊂ Dδ
y. In that case, we say that Dδ

y

is the diamond containing G.

Observe that in the previous definitions, if the points x, y do exist, they are necessarily unique. We
denote the set of δ-left-confined subgraphs of Z2 rooted at 0 (resp. δ-right-confined subgraphs of Z2

rooted at 0, resp δ-diamond-confined subgraphs of Z2 rooted at 0) by Cδ
L (resp Cδ

R, resp Dδ).

Definition 2.2. We now define the notion of displacement along a left-confined, right-confined or
diamond-confined subgraph of Z2.

• Let G be a δ-left-confined subgraph of Z2 rooted at 0. The displacement of G is

XL(G) = x,

where x is the unique vertex of G such that G ⊂ Y−,δ
x .
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• Let G be a δ-right-confined subgraph of Z2 rooted at 0. The displacement of G is

XR(G) = −x,

where x is the unique vertex of G such that G ⊂ Y+,δ
x .

• Let G be a diamond-confined subgraph of Z2 rooted at 0. The displacement of G is

X(G) = y,

where y is the only vertex of G such that G ⊂ Dδ
y.

In order to properly state what is a diamond decomposition of a cluster, we also need to introduce
the operation of concatenation of two confined subgraphs rooted at 0. Let G1 ∈ Cδ

L and G2 ∈ Dδ. The
concatenation of G1 and G2, called G1 ◦G2, is defined to be the subgraph

G1 ◦G2 = G1 ∪
(
XL(G1) +G2

)
.

In the same manner, we can concatenate a δ-diamond-confined rooted graph G1 with a δ-right-confined
rooted graph by setting

G1 ◦G2 = G1 ∪
(
XR(G2) +G2

)
.

Finally observe that one can concatenate two δ-diamond-confined rooted graphs by setting

G1 ◦G2 = G1 ∪ (X(G2) +G2) .

These definitions in hand, we can now define the diamond decompositions of a subgraph of Z2.

Definition 2.3 (Diamond decomposition of a subgraph, skeleton of a subgraph). Let G be a finite
subgraph of Z2 rooted at 0. Then, to any decomposition of the type G = GL ◦G1 ◦ · · · ◦Gℓ ◦GR with
GL ∈ CL, G

R ∈ CR, Gi ∈ Dδ for all i ∈ {1, . . . , ℓ}, can be associated the concatenation of the confining
δ-left cone with all the associated δ-diamonds and the confining δ-right cone. We call such a subset a
diamond decomposition of G:

D(G) = Yδ,−
XL(GL) ◦ D

δ
X(G1) ◦ · · · ◦ D

δ
X(Gℓ) ◦ Y

δ,+
XR(GR).

Let us call x0 = 0, x1 = XL(GL), xk = X(Gk−1) for 2 ≤ k ≤ ℓ + 1, and xℓ+2 = XR(GR). We
then define, for 0 ≤ n ≤ ℓ+ 2,

S(D)(G)n =
n∑

k=0

xk.

The process S(D)(G)n is called the skeleton of the diamond decomposition D(G).

Remark 2.4. Observe that diamond decompositions of G are not unique: as soon as there exists one of
them with ℓ ≥ 3, merging inner diamonds allows one to create new (coarser) diamond decompositions
of G. However, any finite subgraph rooted at 0 admits a unique maximal diamond decomposition: we
call it Dmax(G). The skeleton associated to this decomposition will by called Smax(G) and referred to as
the maximal skeleton of G.

Remark 2.5. Our object of interest will be the skeleton of random diamond decompositions of subgraphs
of Z2. Amongst the properties of the skeleton associated to a diamond decomposition of some rooted
subgraph G, observe that the vertices of the skeleton of a diamond decomposition of G are cone-points
of G, in the sense that for any n ≤ ℓ+ 2,

G ⊂ Yδ,−
S(D)(G)n ∪ Y

δ,+
S(D)(G)n .

Furthermore, observe that the skeleton of a diamond decomposition of G is always a finite directed walk,
which motivates the terminology introduced in Definition 2.1.

Remark 2.6. The structure of the diamond decomposition is here given in the direction given by the first
coordinate axis. However we see that adapting the definitions of the cones, the diamond decomposition
can be defined for any direction s ∈ S1. The results of this work naturally adapt to this case, with this
slight modification.
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Figure 2: Two admissible diamond decompositions susceptible to appear in the Ornstein Zernike Theorem,
together with their associated skeleton (in blue). Observe that the darker one is the maximal diamond
decomposition of the cluster.

2.2 Ornstein–Zernike theory for one subcritical cluster
We are ready to state the main result of [CIV08], which we shall refer to as the Ornstein-Zernike Theorem.
Set G0 to be the set of connected subgraphs of Z2, rooted at 0.

Theorem 2.7 (Ornstein–Zernike Theorem, [CIV08]). There exist two constants C, c > 0 and a positive
δ > 0, such that the following holds. There exist two positive finite measures ρL, ρR on Cδ

L and Cδ
R

respectively, and a probability measure P on Dδ such that for any bounded function f : G0 → R, any
y ∈ Y+

0 ,

∣∣∣eτx1ϕ [f (C0)1y∈C0 ]−
∑
ℓ≥0

GL∈Cδ
L

GR∈Cδ
L

G1,...,Gℓ∈Dδ

ρL(GL)ρR(GR)P(G1) · · ·P(Gℓ)f (G)
∣∣∣ ≤ C∥f∥∞e−c∥y∥2 , (2.1)

where the sum runs over all GL ∈ Cδ
L, G

R ∈ Cδ
R, G1, . . . , Gℓ ∈ Dδ satisfying the relation

XL(GL) +X(G1) + · · ·+X(Gℓ) +XR(GR) = y.

We also have written G = GL ◦ G1 ◦ · · · ◦ Gℓ ◦ GR in the argument of f . Moreover, the measures
ρL, ρR,P have exponential tails with respect to the length of the displacement: there exist c′, C ′ > 0 such
that

max
{
ρL
[∥∥XL(GL)

∥∥
2
> t
]
, ρR

[∥∥XR(GR)
∥∥
2
> t
]
,P [∥X(G)∥2 > t]

}
< C ′e−c′t.

In the remainder of the paper, we fix δ to be equal to the value given by Theorem 2.7. In particular,
we will not highlight the dependency anymore and we drop it from the notations.

Remark 2.8. For any x ∈ N∗ × Z, define the following three quantities:

• νL(x) =
∑

GL∈CL,XL(GL)=x ρL(GL),

• νR(x) =
∑

GR∈CR,XR(GR)=x ρR(GR),

• ν(x) =
∑

G∈D,X(G)=x P (G).

Then, it is clear that ν is a directed probability measure on Z2, which has exponential tails. We define
PRW to be the directed random walk measure associated to ν.

These definitions allow us to formulate a second version of Theorem 2.7 in terms of a coupling
between a percolation cluster conditioned to contain a distant point and a directed random bridge.
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Theorem 2.9 (Ornstein–Zernike Theorem; coupling version). Let y ∈ Y+
0 . There exists a probability

space (Ω,F ,Φ0→y) supporting a random variable (C0,S) such that:

• C0 has the distribution of the cluster of 0 under the measure ϕ [ · |y ∈ C0], ie if C is a connected
subgraph of Z2 containing 0,

Φ0→y [C = C] = ϕ [C0 = C|y ∈ C0]

• S has the distribution of a directed random walk conditioned to hit y, ie for any ℓ ≥ 1, any family
s1, . . . , sℓ of vertices of Z2,

Φ0→y [S1 = s1, . . . ,Sℓ = sℓ] ∝ νL(s1)νR(y − sℓ)
ℓ∏

k=2

ν(sk − sk−1),

where the symbol∝ means that one has to normalise the latter quantity to get a proper probability
measure,

• With probability at least 1 − Ce−c∥y∥, for all 1 ≤ k ≤ ℓ, Sk ∈ C0 and Sk is a renewal of
C0. Furthermore, for any 1 ≤ k ≤ ℓ − 1, the portion of C0 lying between Sk and Sk+1 is a
δ-diamond-confined subgraph of Z2.

Proof. Fix some y ∈ Y+
0 . We define a probability distribution on the space

CL ×
+∞⋃
l=1

(
ℓ∏

k=1

D

)
× CR

by the formula:

ϕDec
y

[
(GL, G1, . . . , Gℓ, GR)

]
∝ 1XL(GL)+X(G1)+···+X(Gℓ)+XR(GR)=y

×
∑
ℓ≥0

GL∈Cδ
L

GR∈Cδ
L

G1,...,Gℓ∈Dδ

ρL(GL)ρR(GR)P(G1) · · ·P(Gℓ).

Then, for any percolation event A, we form the ratio of (2.1) with f = 1A and (2.1) with f = 1. We
immediately get that the total variation distance between ϕ [ · |y ∈ C0] and the pushforward of ϕDec

y [ · ]
by the concatenation operation is bounded by Ce−c∥x∥2 . It is classical that this yields the existence of a
maximal coupling between those two measures, ie that one can construct a probability space (Ω,F ,Φ0→y)
supporting (C10 , C20 ) such that

• The distribution of C10 is the distribution of the cluster of 0 under ϕ [ · |y ∈ C0],

• The distribution of C20 is the distribution of the concatenation GL ◦ G1 ◦ · · · ◦ Gℓ ◦ GR where
(GL, G1, . . . , Gℓ, GR) are sampled according to ϕDec

y ,

• Φ0→y(C10 ̸= C20 ) ≤ Ce−c∥y∥2 .

Now consider the random variable S formed from (GL, G
1, . . . , Gℓ, GR) by the following formula:

S1 = XL(GL) and Sk = Sk−1 +X(Gk−1) for 2 ≤ k ≤ ℓ.

Then it is immediate that

Φ(0,y) [S1 = s1, . . . ,Sℓ = sℓ] ∝ νL(s1)νR(y − sℓ)
ℓ∏

k=2

ν(sk − sk−1).

Moreover by definition, the Sk’s are renewals of C20 and the portions of C20 lying between two consecutive
Sk’s are δ-diamond-confined. Thus, (Ω,F ,Φ0→y) equipped with the random variable (C10 ,S) provides
us with the desired coupling.



Ornstein–Zernike theory for a single subcritical FK-cluster 13

For now, we shall only work in the extended probability space (Ω,F ,Φ0→y). Thus, each percola-
tion configuration conditioned to contain the distant point y will be sampled together with a directed
random walk bridge: we call this directed random bridge the skeleton of C0; the associated diamond
decomposition will be called the diamond decomposition of C0. Observe that this enlarged probability
space carries extra randomness than the space supporting ϕ: indeed, to a given percolation cluster can be
associated several skeletons that are randomly chosen by the measure Φ0→y(see Figure 2). We adopt the
terminology of [CIV08] by calling the points of S renewals of the cluster. Observe that due to the latter
discussion, all the renewals of C are cone-points, but the converse is not necessarily true.

In the remainder of this paper, we introduce PRW, the measure of the directed random walk with
independent increments sampled according to ν and started from 0.

Remark 2.10. We are often going to be interested in observables of the skeleton of a cluster sampled
according to Φ0→y. In that case, Theorem 2.9 reads as follows: let f be a bounded function of the set of
directed random walks. Then,∣∣∣∣∣Φ0→y [f (S)]−

∑
xL,xR

νL(xL)νR(y − xR)ERW [f (xL ◦ S ◦ xR)|S ∈ HitxR−xL ]

∣∣∣∣∣
≤ C∥f∥∞e−c∥y∥2 . (2.2)

In the latter writing, the notation xR ◦ S ◦ xL stands for the directed walk obtained by the concatenation
of xL, the trajectory of S, and xR. In the writing ERW [f (xL ◦ S ◦ xR)|S ∈ HitxR−xL ], only S is random
- and has law PRW [ · |S ∈ HitxR−xL ].

Finally, the unconditionnal version of (2.2) is the following.∣∣∣∣∣eτy1Φ0→y [f (S)]−
∑
xL,xR

νL(xL)νR(y − xR)ERW
[
f (S)1HitxR−xL

] ∣∣∣∣∣ ≤ C∥f∥∞e−c∥y∥2 . (2.3)

The following lemma states when looking at certain families of observables of the trajectories of
directed walks, it is sufficient to study the measure PRW started from 0 rather than the intricate second
summand of the left-hand side of (2.2)

Lemma 2.11. There exists a constant ς > 0 such that for any y ∈ Y+
0 , any two sequences an, bn of

positive numbers going to infinity, any bounded function f : C([0, x1],R) → R continuous with respect
to the Skorokhod topology (see [Bil99] for the definition and properties of this topology),∣∣∣e−τbny1Φ0→bny

[
f
(
a−1
n S(⌊bnt⌋)

)
t≥0

]
− ςERW

[
f
(
a−1
n S(⌊bnt⌋)

)
t≥0

1S∈Hitbny

] ∣∣∣
−−−→
n→∞

0.

We have used the interpretation of directed walks as real-valued functions explained above.

Proof. Set ς = νL(Z2)νR(Z2). By (2.3), it sufficient to prove that∣∣∣ ∑
xL,xR∈Z2

νL(xL)νR(xR)ERW
xL

[
f
(
a−1
n (xL ◦ S ◦ xR)(⌊bnt⌋)

)
t≥0

1S∈HitxL−xR

]
− ςERW

[
f
(
a−1
n S(⌊bnt⌋)

)
t≥0

1S∈Hitbny

] ∣∣∣ −−−→
n→∞

0.

The right-hand side can be dominated by∑
xL,xR∈Z2

νL(xL)νR(xR)ERW
[∣∣f (a−1

n (xL ◦ (S + xL) ◦ xR)(⌊bnt⌋)
)
t≥0

1S∈HitxR−xL

− f
(
a−1
n S(⌊bnt⌋)

)
t≥0

1S∈Hitbny

∣∣].
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Now we take advantage of the exponential tails of νL and νR by splitting the sum in two parts, the first
one running over xL, xR ∈ B(0, log(min(an, bn))), and the remaining one. Thanks to the exponential
tails of νL and νR, the remaining one can be bounded by 2∥f∥∞min(an, bn)−c, which indeed goes to 0.
The first part is shown to go to 0 by noticing that when xL, xR ∈ B(0, log(min(an, bn))), the Skorokhod
distance between the two considered functions goes to 0. We conclude by continuity of f and dominated
convergence.

We state two byproducts of Theorem 2.7:

Corollary 2.12. There exists three constants c, C,K > 0 such that for any y ∈ Y+
0 with ∥y∥2 sufficiently

large,
ϕ [C0 has less than K ∥y∥2 renewal points|y ∈ C0] < Ce−c∥y∥2 .

Corollary 2.13. There exists a constant K > 0, such that for any y ∈ Y+
0 ,

Φ0→y

[
max

D⊂D(C0)
D diamond

Vol (D) > K(log y1)2
]
< C ∥y∥−c log∥y∥2

2 ,

where Vol denotes the Euclidean volume, and where the max is taken over all the diamonds appearing in
the diamond decomposition of the cluster of 0 under the measure Φ(0,y).

Note that the latter bound decays faster than the inverse of any polynomial in ∥y∥2.

2.3 Ornstein–Zernike in a strip with boundary conditions
We import a few facts about Ornstein–Zernike theory that will be useful later on in our analysis. They
deal with the uniformity of the Ornstein–Zernike formula in the boundary conditions and are directly
imported from [CIV03, GI05]. For y = (y1, y2) ∈ Y+

0 , let us call Stripy the strip Stripy = [0, y1] × Z.
In the following proposition, the probability measure P is the same object as in Theorem 2.7.

Proposition 2.14 (Uniform OZ formula in a strip). Let y = (y1, y2) ∈ Y+
0 . Let CL

EXT ∋ 0 be a finite
connected subset of edges of Y−

0 and CR
EXT ∋ y be a finite connected subset of edges of Y+

y . Then
there exist two positive and bounded measures ρEXTL , ρEXTR on CL and CR respectively such that for any
bounded function f : G0 → R,∣∣∣∣eτy1ϕ [f (C0)1

(
{C0 ∩ Stripcy = CL

EXT ⊔ CR
EXT}

)]
−∑

ℓ≥0
GL∈CL

GR∈CL
G1,...,Gℓ∈D

ρEXTL (GL)ρEXTR (GR)P(G1) · · ·P(Gℓ)f (G)
∣∣∣∣ ≤ C∥f∥∞e−c∥y∥2 , (2.4)

where the sum holds over all GL ∈ CL, G
R ∈ CR, G1, . . . , Gk ∈ D satisfying the relation

XL
0 (GL) +X(G1) + · · ·+X(Gk) +XR

x (GR) = y,

and where we have written G = GL ◦ G1 ◦ · · · ◦ Gk ◦ GR. Moreover, the measures ρEXTL and ρEXTR

have exponential tails, uniformly in the sets CL
EXT, C

R
EXT satisfying the above-stated assumptions: indeed,

there exist c′, C ′ > 0 such that for any t > 0,

sup
CL

EXT,C
R
EXT

max
{
ρEXTL (X(GL) > t), ρEXTR (X(GR) > t)

}
< C ′e−c′t.

Observe that in the latter formula, the event {C0 ∩ Stripcy = CL
EXT ⊔ CR

EXT} implies that y ∈ C0.
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Remark 2.15. As done previously, for any y ∈ Y+
0 , we shall call

νEXTL (x) =
∑

GL∈Cδ
L,X

L
0 (GL)=x

ρEXTL (GL) and νEXTR (x) =
∑

GR∈Cδ
R,XR

x (GR)=x

ρEXTR (GR)

We simply sketch the proof of the proposition, since it is a simple byproduct of the analysis of [CIV08]

Proof of Proposition 2.14. Apply the Ornstein–Zernike formula (2.1) to the function g(C0) = f (C0)1
{
C0 ∩ Stripcy = CL

EXT ⊔ CR
EXT

}
.

Thus, one has that ρEXTL (resp. ρREXT) is the restriction of ρL (resp. ρR) to pieces of clusters compatible
with CL

EXT (resp. CR
EXT). The announced exponential decay is a byproduct of the exponential tails of ρL

and ρR.

A non-trivial consequence of the latter proposition is the following estimate, appearing in [GI05,
Equation (2.19)].

Proposition 2.16 (Ornstein–Zernike decay uniform in the boundary conditions). There exists χ > 0 such
that for any sets CL

EXT, C
R
EXT satisfying the assumptions of Proposition 2.14,

1

χ

e−τn

√
n
≤ ϕ

[
0

Stripn←→ (n, 0)

∣∣∣∣∣ C0 ∩
(
Z− × Z

)
= CL

EXT and

C(n,0) ∩ ([n,+∞)× Z) = CR
EXT

]
≤ χ

e−τn

√
n
. (2.5)

3 Scaling limit for the product measure

For our purposes, we need to develop an analog of the Ornstein–Zernike theory for r non-intersecting clus-
ters of FK-percolation. However, there is a supplementary difficulty, namely that these non-intersecting
clusters are not independent, beyond the obvious interaction introduced by the conditioning. If we con-
sider a product measure, we can readily extend the Ornstein–Zernike Theorem to r clusters sampled
independently according to ϕ. This is the goal of the present section. Even though it might seem a
bit strange to consider the conditioned product measure ϕ⊗r instead of the real conditioned random-
cluster measure, we are going to see in Section 4 that because of the conditioning, these two measures
behave similarly ”in the bulk”. This is a consequence of the spatial mixing property of the subcritical
random-cluster measure combined with an a priori repulsion estimate.

In what follows, ϕ⊗r will always denote the measure consisting in the product of r random-cluster
measures ϕ. Moreover, Ci will denote Ci(ωi). In particular, if A is an event measurable with respect to
(C1, . . . , Cr), we have:

ϕ⊗r [A] = P [(C1(ω1), . . . , Cr(ωr)) ∈ A] ,

where ω1, . . . , ωr are independent percolation configurations sampled according to ϕ.
The main goal of this section is the following proposition:

Proposition 3.1. Recall the definition of the envelopes of a cluster Γ±(C) introduced in Def 1.10, and
their natural parametrization. Then there exists σ > 0 such that:

1√
n

(
Γ+(C1)(nt), . . . ,Γ+(Cr)(nt)

)
0≤t≤1

(d)−−−→
n→∞

(
σBW(r)

t

)
0≤t≤1

,

where the percolation configuration is sampled under the measureϕ⊗r
[
·
∣∣Con,NI], and the convergence

occurs in the spaceCr([0, 1]) equipped with the topology of uniform convergence. Moreover, almost surely,
for any 1 ≤ i ≤ r,

1√
n
∥Γ+

i − Γ−
i ∥∞ −−−−−→n→+∞

0.

The strategy of the proof is the following: we start to state an analog of the Ornstein–Zernike Theorem
in the case of a product measure in Section 3.1, and use this coupling to compare the skeletons of a system
of r non-intersecting clusters with a system of r non-intersecting directed random walks. However,
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there is a small difficulty while implementing this program: indeed, conditioning on the event that the
clusters do not intersect is not the same as conditioning on the event that the skeletons of the clusters do
not intersect. Moreover, while the latter event is very well described in terms of the Ornstein–Zernike
coupling, it is not a priori clear how the former acts on the coupled walks. For that reason, we shall show
first that under the conditioning on NI ∩ Con, the clusters very soon get far from each other (this is the
goal of Subsection 3.2), and thanks to this input we will be able to prove that ”in the bulk” of the system,
the conditioning of non-intersection for the clusters or for the skeletons of the clusters yield the same
scaling limit. Thus we shall apply the invariance principle of Theorem 5.3 to conclude in Section 3.3.

3.1 Definition of the product measure and multidimensional version of Ornstein–Zernike Theo-
rem

We first state a r-dimensional version of Theorem 2.7 (the Ornstein–Zernike formula). Indeed, if
ω1, . . . , ωr are r independent configurations of law ϕ and f : Gr → R is a bounded function, then it is
an easy consequence of Theorem 2.7 that when n ∈ N is sufficiently large,∣∣∣∣∣eτrnϕ⊗r

[
f (C1, . . . , Cr)1(ω1,...,ωr)∈Con

]
−
∑

GL
1 ∈CL
...

GL
r ∈CL

∑
GR

1 ∈CR
...

GR
r ∈CR

∑
k1≥0
...

kr≥0

∑
G1

1,...,G
k1
1 ∈D

· · ·
∑

G1
r,...,G

kr
r ∈D

( r∏
i=1

ρL(GL
i )ρR(GR

i )P(G1
i ) · · ·P(Gki

i )
)
f (G1, . . . , Gr)

∣∣∣∣∣ ≤ Cr∥f∥∞e−cn. (3.1)

where we sum over all the GL
1 , . . . , G

L
r ∈ CL, the GR

1 , . . . , G
R
r ∈ CR, the G1

1, . . . , G
k1
1 , . . . , G1

r ,
. . . , Gkr

r ∈ D such that for any 1 ≤ i ≤ r,

XL
0 (GL

i ) +X(Gi
1) + · · ·+X(Gki

i ) +XR
x (GR

i ) = n(yi − xi).

The coupling stated in Theorem 2.9 is available in this context: we call it Φ⊗r
(0,x)→(n,y). It simply

consists in the product of the r couplings Φ(0,xj )→(n,yj ) given by Theorem 2.9. Its main feature is that for
any bounded function of the skeletons of a system of r clusters,∣∣∣∣∣Φ⊗r

(0,x)→(n,y) [f (S1, . . . ,Sr)]−

∑
x1
L,...,x

r
L

x1
R,...,xr

R

(
r∏

i=1

νL(xiL)νR(xiR)

)(
ERW

)⊗r [
f (x1L ◦ S1 ◦ x1R, . . . , xrL ◦ Sr ◦ xrR)1S∈HitxR−xL

] ∣∣∣∣∣
< Cr∥f∥∞e−cn, (3.2)

where we denoted by (ERW)⊗r the expectation under the measure of r independent directed walks
(S1, . . . , Sr) started from 0, and HitxR−xL the event that each Si ever hits xiR − xiL. Note that the
uniform Ornstein–Zernike coupling introduced in Proposition 2.14 also holds in this context. Moreover,
Lemma 2.11 is also true in its r-dimensional version, so that it will be sufficient to study (ERW)⊗r when
estimating probabilities for scaled random walks.

Before working on the repulsion estimates as announced, we lower bound the probability of non-
intersection and connection in the product measure.

Lemma 3.2. Let x, y ∈W ∩ Zr. Then, there exists c > 0 such that

ϕ⊗r [NI,Con] ≥ cV (x)V (y)n− r2

2 e−τrn, (3.3)

where V is the function introduced in Theorem 5.5.
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Proof. We use the Ornstein–Zernike coupling given by (3.2): indeed, up to exponential terms due to the
coupling, and using the diamond confinement property,

ϕ⊗r [NI,Con]

= e−τrnΦ⊗r
(0,x)→(n,y) [(C1, . . . , Cr) ∈ NI]

≥ e−τrnΦ⊗r
(0,x)→(n,y)

 ⋂
1≤i ̸=j≤r

{D(Si) ∩ D(Sj) = ∅}


= e−τrn

∑
x1
L,...,x

r
L

x1
R,...,xr

R

(
r∏

i=1

νL(xiL)νR(xiR)

)

× c
(
PRW

)⊗r

 ⋂
1≤i ̸=j≤r

{D
(
xiL ◦ Si ◦ xiR

)
∩ D

(
xjL ◦ S

j ◦ xjR
)
= ∅},Hit(n,y−x)

 .

Hence the result boils down to lower bound the probability of non-intersection and connection for r
independent decorated directed random walks. This is precisely the content of Lemma 5.16. By
finiteness of the measures νL, νR, we conclude that

ϕ⊗r [NI,Con] ≥ cV (x)V (y)n− r2

2 e−τrn.

Observe that the latter bound reads as follows on the coupling measure:

Φ⊗r
(0,x)→(n,y) [NI] ≥ cV (x)V (y)n− r2

2 . (3.4)

Thanks to Proposition 2.14, the same analysis holds for deriving the analog of the latter result in a
strip with boundary conditions.

Corollary 3.3. Let x, y ∈ W . Let CL
i,EXT ∋ xi, C

R
i,EXT ∋ yi, and assume that the family C =(

CL
i,EXT, C

R
i,EXT

)
1≤i≤r

satisfies the assumptions of the uniform Ornstein–Zernike coupling given by
Proposition 2.14. Then, there exists a uniform constant χ > 0 such that

ϕ⊗r

[
Con,NI

∣∣∣∣∣C(0,xi) ∩ (Z− × Z) = CL
i,EXT,

C(n,yi) ∩ ([n,+∞]× Z) = CR
i,EXT, ∀1 ≤ i ≤ r

]
≥ c

χ
V (x)V (y)n− r2

2 e−τrn.

3.2 Edge repulsion
The goal of this section is to prove Lemma 3.6 which we refer to as the ”edge repulsion” lemma for the
independent system. Beforehand we introduce the important notion of synchronized skeleton of a system
of long clusters.

Let C = (C1, . . . , Cr) be sampled according to Φ⊗r
(0,x)→(n,y). We say that k ∈ N is a synchronization

time for C if there exists (s1k, . . . , s
r
k) ∈ Zr such that for any 1 ≤ i ≤ r, one has (k, sik) ∈ Si. In other

words, k is a synchronization time for C if and only if each one of the r skeletons of C contains a point of
x-coordinate k. We define the set of synchronization times of C by

ST(C) = {0 ≤ k1 < k2 < · · · < kl ≤ n}.

The synchronized skeleton of C, called Š is now defined to be the process defined on ST(C), taking its
values in Zr, such that for any k ∈ ST(C),

Šk = (S1(k), . . . ,Sr(k)).

As previously, we extend this process as a function of R+ to R by linear interpolation. Let us observe an
important property of this process (which the reason of its introduction) before turning to Lemma 3.7.
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Figure 3: Illustration of the necessity of considering the process of synchronized renewals: here, the red
clusters do not intersect while their associated skeletons do intersect.

Claim 3.4. Under Φ⊗r
(0,x)→(n,y),

{(C1, . . . , Cr) ∈ NI} ⊆
{(
Š(C1), . . . , Š(Cr))

)
∈ W[0,n]

}
. (3.5)

Proof. This is an immediate consequence of the Intermediate Value Theorem.

Remark 3.5. Observe that this inclusion would not be true when replacing Š by S (see Figure 3).

Moreover, due to the exponential tails of the increments of S , it is clear that the increments of Š also
have exponential tails. Thus, Š falls into the class of synchronized directed random walks, studied in
Section 5.1.

Next lemma indicates that in a time less than n − o(n) the clusters have been far away from at least
nε at least once. A convenient notion for stating this result is the gap of a point x ∈W .

Definition 3.6 (Gap of a point). Let x ∈W . We define its gap to be the following quantity:

Gap(x) = min
1≤i≤r−1

(xi+1 − xi).

Observe that due to the fact that x lies in W , Gap(x) is always a positive quantity.

We are ready to state the edge repulsion result for the independent system.

Lemma 3.7 (Edge repulsion for the independent system). There exists an ε > 0 such that the following
holds. Let T1 and T2 be the following random variables:

T1 = inf
{
k ≥ 0,Gap(Šk) > nε

}
.

and
T2 = sup

{
k ≥ 0,Gap(Šk) > nε

}
Then, there exist C, c > 0 such that when n ≥ 0 is large enough,

Φ⊗r
(0,x)→(n,y)

[{
T1 > n1−ε

}
∪
{
T2 < n− n1−ε

}
|NI
]
<

1

c
exp(−cnε). (3.6)

Proof. We prove that Φ⊗r
(0,x)→(n,y)

[
T1 > n1−ε|NI

]
< exp(−cnε). By time reversal and a basic union

bound, it will be sufficient to conclude. We roughly upper bound:

Φ⊗r
(0,x)→(n,y)

[
T1 > n1−ε|NI

]
≤

Φ⊗r
(0,x)→(n,y)

[
T1 > n1−ε

]
Φ⊗r

(0,x)→(n,y) [NI]
. (3.7)
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We are going to separately bound the numerator and the denominator. We start by the numerator
of (3.7). Since T1 is measurable with respect to the synchronized skeleton of C (which itself is measurable
with respect to S), we use the fact that the law of S under Φ⊗r

(0,x)→(n,y) is that of a system of directed
random bridges to write - up to an exponential correction due to the coupling:

Φ⊗r
(0,x)→(n,y)

[
T1 > n1−ε

]
= PRW

(0,x)
[
T1(Š) > n1−ε|Hit(n,y)

]
.

We then are exactly in the context of entropic repulsion for synchronized directed random bridges, and
we refer to Corollary 5.10, which asserts that the latter probability is upper bounded by c−1 exp(−cnε)
for some constant c > 0.

By (3.4), we have a polynomial lower bound on the denominator. Hence, up to slightly changing the
value of c, we obtained

Φ⊗r
(0,x)→(n,y)

[
T1 > n1−ε|NI

]
<

1

c
exp(−cnε),

which achieves the proof.

By the synchronized renewal time property, for any 1 ≤ i ≤ r, the cluster Ci intersects the line
{T1} × Z (resp. {T2} × Z) at a unique vertex of Z2, whose y-coordinate shall be called Xi (resp. Yi).
Thus, X and Y are elements of Zr satisfying X1 < · · · < Xr (resp. Y1 < · · · < Yr). Introduce the
following edge-regularity condition:

Definition 3.8 (Edge-regularity property). Let ω ∈ Con ∩ NI be a percolation configuration. We call ω
edge-regular an abbreviate this event in EdgeReg if it satisfies the following properties:

(i) T1 < n1−ε and T2 > n− n1−ε,

(ii) ∥X ∥2 ≤ n1/2−ε/4 and ∥Y ∥2 ≤ n1/2−ε/4

where ε > 0 is given by Lemma 3.7.

We then prove that a percolation configuration sampled under Φ⊗r
(0,x)→(n,y) [ · |NI] is typically edge-

regular.

Lemma 3.9. There exists a small constant c > 0 such that

Φ⊗r
(0,x)→(n,y) [EdgeReg

c|NI] < 1

c
exp(−cn

ε
2 ).

Proof. Let us work conditionally on the event T1 < 2n1−ε, as it has been proved to occur with exponen-
tially large probability in Lemma 3.7. As previously, we use the rough upper bound

Φ⊗r
(0,x)→(n,y)

[
∥X ∥2 > n1/2−ε/4|NI

]
= Φ⊗r

(0,x)→(n,y)

[
∥S(T1)∥2 > n1/2−ε/4|NI

]
=

Φ⊗r
(0,x)→(n,y)

[
∥S(T1)∥2 > n1/2−ε/4

]
Φ⊗r

(0,x)→(n,y) [NI]
.

As previously we use the lower bound (3.4) to argue that the denominator is at least polynomial, while
we are going to produce a stretched-exponential upper bound on the numerator. First, observe that

Φ⊗r
(0,x)→(n,y)

[
∥X ∥2 > n1/2−ε/4

]
= PRW

(0,x)

[
∥S(T1)∥2 > n1/2−ε/4|Hit(n,y)

]
≤

PRW
(0,x)

[
∥S(T1)∥2 > n1/2−ε/4

]
PRW

(0,x)

[
Hit(n,y)

] .

By Theorem 5.5, the denominator is at least polynomial. Now observe that the classical theory of large
deviations for random walks allows us to produce a stretched-exponential upper bound on the numerator
(remember that we work conditionally on T1 < n1−ε): there exists c > 0 such that

PRW
(0,x)

[
∥S(T1)∥2 > n

1−ε
2

+ε/4
]
≤ exp(−cn

ε
2 ).
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This proves, up to some small change in the constant c, that

Φ⊗r
(0,x)→(n,y)

[
∥X ∥2 > n1/2−ε/4|T1 ≤ n1−ε,NI

]
≤ exp(−cn

ε
2 ).

We conclude writing (the factor 2 comes from the terms in T2 and Y that are handled by symmetry):

Φ⊗r
(0,x)→(n,y) [EdgeReg

c|NI] ≤

2
(
2Φ⊗r

(0,x)→(n,y)

[
T1 > n1−ε|NI

]
+Φ⊗r

(0,x)→(n,y)

[
∥X ∥2 > n1/2−ε/4|T1 ≤ n1−ε,NI

])
.

Thus,
Φ⊗r

(0,x)→(n,y) [EdgeReg
c|NI] ≤ 1

c
exp(−cn

ε
2 ).

3.3 Convergence towards the Brownian watermelon
As we shall explain here, the edge repulsion stated in Lemma 3.7 is the main ingredient needed to
show that the rescaled system, sampled under the product measure and conditioned both on the mutual
avoidance of the clusters and on the connection event converges in distribution towards the Brownian
watermelon.

The technique of proof will be used several times through the paper. Basically, it consists in splitting
the system of clusters sampled under the measure ϕ⊗r[·|Con,NI] in two different parts (for the sake of
exposition, we explain the splitting on the first half of the cluster ”near the starting point” - of course,
one has to do the symmetric splitting ”near the arrival point”). The first part will be given by the random
time T1 introduced in Lemma 3.7. At this time, the clusters are far from each other, sufficiently far for the
conditioning on the non-intersection of the clusters to be asymptotically equivalent to the conditioning
on the non-intersection of the skeletons of the clusters. This allows us to implement the Ornstein–Zernike
coupling given by (3.1) for the section of the clusters which is after T1 (taking into account the boundary
conditions enforced by the configuration outside of the strip thank to Proposition 2.14). We conclude by
applying the invariance principle for directed random walks derived in Section 5.3.

Due to the fact that we work between the random times T1 and T2 we need a technical input that
allows us to extend the convergence as a process of the interval (0, 1) to the convergence as a process
defined on [0, 1].

Lemma 3.10. Let Gn be random sequence of functions of the space C([0, 1],Rr) and G be a continuous
stochastic process of C([0, 1],Rr). Assume that:

(i) For any δ > 0, for any bounded and continuous function f : C([δ, 1− δ],Rr)→ R,

E
[
f (Gn [δ,1−δ])

]
−−−→
n→∞

E
[
f (G [δ,1−δ])

]
,

(ii) For all ε > 0
lim
t→0

sup
n≥0

P
[∣∣Gn(t)−Gn(0)

∣∣ > ε
]
= 0

and
lim
t→1

sup
n≥0

P
[∣∣Gn(t)−Gn(1)

∣∣ > ε
]
= 0

Then, Gn converges in distribution towards G in the space C([0, 1],Rr).

Sketch of proof of Lemma 3.10. The proof of Lemma 3.10 relies on very classical arguments and we refer
to [Bil99] for details. Observe that hypothesis (i) together with the fact that the family [δ, 1 − δ] is a
compact exhaustion of (0, 1) yields the convergence of Gn towards G as processes from (0, 1) to Rr. The
equicontinuity of Gn at 0 and 1 (hypothesis (ii)) then yields the desired convergence by the Arzelà-Ascoli
Theorem.
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This technical tool in hand, we can prove the main result of this section.

Proof of Proposition 3.1. In what follows, introduce the scaled version of S, for any 0 ≤ t ≤ 1:

Sn(t) = 1√
n
S(nt).

We are going to implement the strategy given by Lemma 3.10 to show that under the measure
Φ⊗r

(0,x)→(n,y)[ · |NI], the scaled system of skeletons Sn converges towards the Brownian watermelon as
random functions of C([0, 1],Rr).

We start with the proof of point (i) (the crucial part of the proof). Fix δ > 0. Fix f δ : C([δ, 1 −
δ],Rr) → R, continuous and bounded. Our goal is to show that there exists σ > 0, independent of δ,
such that

Φ⊗r
(0,x)→(n,y)

[
f δ(Sn [δ,1−δ])|NI

]
−−−→
n→∞

E
[
f δ(σBWr

[δ,1−δ])
]
. (3.8)

For sake of notational simplicity, the restrictions of the functions Sn and BW(r) to the interval [δ, 1− δ]
will not be made explicit anymore.

We first observe that, by Lemma 3.9, and using the fact that f δ is bounded,

Φ⊗r
(0,x)→(n,y)

[
f δ(Sn)|NI

]
= (1 + o(1))Φ⊗r

(0,x)→(n,y)

[
f δ(Sn)|NI,EdgeReg

]
.

Hence, it is sufficient to establish the convergence (3.8) for the measure conditioned on the configuration
to be edge-regular. We recall that under this conditioning, there exist T1 and T2 such that:

(i) T1 < n1−ε, T2 > n− n1−ε and T1 and T2 are synchronized renewal times of C.

(ii) Gap(X ),Gap(Y ) > nε.

(iii) ∥X ∥2 , ∥Y ∥2 < n1/2−ε/4.

We chose n large enough so that nδ > T1 and n(1− δ) < T2 1.
We call Strip := [T1, T2] × Z. We are going to use an exploration argument, by conditioning on

the portion of the clusters C that lies outside of Strip. To that end, for an edge-regular percolation
configuration ω ∈ NI ∩ Con, introduce the following sets of vertices:

EXTi = (Ci ∪ ∂extCi) ∩ Stripc and EXT =
⋃
i

EXTi.

Now observe that summing over all the possible exterior edge-regular configurations yields

Φ⊗r
(0,x)→(n,y)

[
f δ(Sn)|NI,EdgeReg

]
=∑

Ext

Φ⊗r
(T1,X )→(T2,Y )

[
f δ(Sn)|NI,EXT = Ext

]
× Φ⊗r

(0,x)→(n,y) [EXT = Ext|NI,EdgeReg] . (3.9)

We would like to conclude using Theorem 5.3. For that, we need to understand how the measure
changes when switching the conditioning from NI to NonIntDiam(S) (this is the event appearing in the
statement of Theorem 5.3 that the decorated skeletons do not intersect).

Fix such an admissible edge-regular Ext. We use the following important input from Section 5.3. By
edge-regularity of Ext, usual properties of the coupling and Lemma 5.18 ensure that

Φ⊗r
(T1,X )→(T2,Y )

[
inf

t∈[T1,T2]
Gap(S(t)) ≤ (log n)3|NonIntDiam(S),EXT = Ext

]
−−−→
n→∞

0.

1This is the only place where we use the fact that our functions are defined on [δ, 1− δ] and it is the reason why we follow
the strategy given by Lemma 3.10 instead of directly working on [0, 1].
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Now under the complementary event, the diamond confinement property given by the Ornstein–Zernike
coupling ensures that (∆ here means the symmetric difference) the event
NonIntDiam(S)∆{C ∈ NI} can occur only if one of the diamonds appearing in the diamonds decompo-
sitions of the Ci has a volume larger than (log3 n)2. This event has been shown in Corollary 2.13 to occur
with probability going to 0. Thus, we proved that:

Φ⊗r
(T1,X )→(T2,Y ) [NonIntDiam(S)∆ {C ∈ NI} |EXT = Ext] −−−→

n→∞
0.

It is an easy consequence that:∣∣∣Φ⊗r
(T1,X )→(T2,Y )

[
f δ(Sn)|NI,EXT = Ext

]
−

Φ⊗r
(T1,X )→(T2,Y )

[
f δ(Sn)|NonIntDiam(S),EXT = Ext

] ∣∣∣ −−−→
n→∞

0. (3.10)

The right-hand summand of the latter formula is measurable with respect to S, except the conditioning on
EXT = Ext. Thanks to the uniform Ornstein–Zernike formula stated in Proposition 2.16 and Lemma 2.11
to get rid of the boundary conditions, we obtain that - uniformly on Ext being edge-regular:∣∣∣Φ⊗r

(T1,X )→(T2,Y )

[
f δ(Sn)|NonIntDiam(S),EXT = Ext

]
−(

PRW
(T1,X )

)⊗r [
f δ(S)

∣∣NonIntDiam(S),Hit(T2,Y )

] ∣∣∣ −−−→
n→∞

0 (3.11)

The main input of Section 5, namely Theorem 5.3 then allows us to conclude that

Φ⊗r
(T1,X )→(T2,Y )

[
f δ(Sn)|NonIntDiam(S),EXT = Ext

]
−−−→
n→∞

E
[
f δ(σBW(r))

]
,

for some σ > 0 that depends on the distribution P in (2.4), but of course not on δ. This concludes the
proof of point (i) of Lemma 3.10.

The point (ii) - the equicontinuity of the family Sn at 0 and 1 - is an easy consequence of classical
large deviations estimates combined with the arguments above.

By Lemma 3.10, we thus proved that Sn converges in distribution towards BW(r) when sampled
under the distribution Φ⊗r

(0,x)→(n,y)

[
f δ(Sn)|S ∈ W[T1,T2],EXT = Ext

]
. Now, observe that the diamond

confinement property and the volume estimate stated in Lemma 2.13 yield that

Φ⊗r
(0,x)→(n,y)

[
sup

0≤t≤n

∣∣Γ±(t)− S(t)
∣∣ > log3 n

]
≤ exp(−c log2 n).

This concludes the proof, by the usual observation that this decay is faster than any polynomial.

4 Brownian watermelon asymptotics for the random-cluster measure

Now that the convergence of the rescaled clusters towards the Brownian watermelon is established in
the case of the product measure, the goal of the following section is to transfer this convergence to
the rescaled clusters sampled under the ”real” random-cluster measure, and thus to achieve our journey
towards Theorems 1.6 and 1.11. The strategy looks similar to the precedent section: indeed, we shall first
prove an edge repulsion lemma in Section 4.1. Then we shall prove in Section 4.2 that the clusters remain
far away from each other in the bulk. This will finally allow us to conclude that in the bulk, the conditioned
random-cluster measure is close to the conditioned product measure thanks to a mixing argument, and to
import the results of the precedent section to conclude the proofs in Section 4.3. The main difficulty and
the reason why we needed to introduce and study the measure ϕ⊗r is that a coupling such as Φ⊗r

x→y is not
available in this setting. Hence, the random diamond decomposition and its associated skeleton given by
the coupling Φ⊗r

x→y do not exist anymore. We then work with the maximal diamond decomposition and
maximal skeletons of the clusters (see remark 2.4). We draw the attention of the reader on the fact that
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this maximal skeleton does not behave like a process with independent increments as it was the case in
Section 3.

Introduce the following notation: ifE is a set of edges ofZ2 and η, ω are two percolation configurations,
we set

{ω E
= η} = {∀e ∈ E , ω(e) = η(e)}.

The first easy comparison between the infinite volume and the product measures is given by the following
lemma:

Lemma 4.1. Let E be an arbitrary subset of E(Z2) and η an arbitrary percolation configuration on Z2.
Then,

ϕ
[
Con,NI|ω E

= η
]
≥ ϕ⊗r

[
Con,NI|ω1

E
= . . .

E
= ωr

E
= η

]
. (4.1)

Proof. It is a simple consequence of the FKG inequality applied to ϕ[·|ω E
= η], which is a random-cluster

measure on the graph Z2 \ E with some boundary conditions imposed by the configuration η. If C is a
connected set of edges of Z2, introduce its edge exterior boundary by:

∂extC =
{
{x, y} ∈ E(Z2) ∩ Cc, x is the endpoint of an edge of C

}
.

Then, we write, summing over all the potential realizations of C1, . . . , Cr such that Con ∩ NI occurs:

ϕ
[
NI,Con|ω E

= η
]
=

∑
C1,...,Cr

ϕ
[ r⋂
i=1

{Ci = Ci}|ω
E
= η

]
=

∑
C1,...,Cr

ϕ
[ r⋂
i=1

{Ci is open , ∂extCi is closed}|ω E
= η

]
=

∑
C1,...,Cr

ϕ
[ r⋂
i=1

{∂extCi is closed}|ω E
= η

] r∏
i=1

ϕ0
Ci

[
Ci is open | ω E∩Ci= η

]
≥

∑
C1,...,Cr

r∏
i=1

ϕ
[
∂extCi is closed |ω E

= η
]
ϕCi

[
Ci is open |ω E∩Ci= η

]
=

∑
C1,...,Cr

r∏
i=1

ϕ
[
Ci = Ci|ω

E
= η

]
= ϕ⊗r

[
NI,Con|ω E

= η
]
,

where the inequality comes from the positive association property (FKG) of the measure ϕ
[
· |ω E

= η
]
.

Remark 4.2. The lemma above together with Lemma 3.2 immediately yields that for any x, y ∈W ∩Zr,

ϕ [NI,Con] ≥ cV (x)V (y)n− r2

2 e−τrn. (4.2)

This will be of particular interest later - and is the first half of the proof of Theorem 1.6.

While the latter bound is optimal (up to a constant), we also import a rough non-optimal upper bound.

Lemma 4.3. Let x, y ∈W ∩ Z2. Then,

ϕ [Con,NI] ≤ e−τrn.

Before turning to the proof of Lemma 4.3, we introduce a useful notation for the rest of the paper. When
x, y ∈W ∩Zr, if 1 ≤ i ≤ r we write (Con,NI)̸=i for the event that C1, . . . , Ci−1, Ci+1, . . . , Cr realize the
connection event and are non-intersecting. Observe that whenever 1 ≤ i ≤ r, (Con,NI) ⊂ (Con,NI)̸=i,
while the opposite inclusion is obviously not true.
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Proof of Lemma 4.3. We proceed by induction on r. For r = 1, the statement to prove is

ϕ [(0, x)↔ (n, y)] ≤ e−τrn,

which is the consequence of a well-known subbaditivity argument.
If the statement is established with r clusters, let x, y ∈ Zr+1. Then, observe that if Con,NI occurs,

then (Con,NI) ̸=r+1 has to occur. Summing over all the potential realizations of C1, . . . , Cr under Con,NI,
we get:

ϕ [Con,NI] =
∑

C1,...,Cr

ϕ
[
(0, xr+1)

(C1⊔···⊔Cr)c←→ (n, yr+1)|Ci = Ci,∀1 ≤ i ≤ r
]

× ϕ [Ci = Ci,∀1 ≤ i ≤ r]

=
∑

C1,...,Cr

ϕ0
(C1⊔···⊔Cr)c [(0, xr+1)↔ (n, yr+1)]ϕ [Ci = Ci,∀1 ≤ i ≤ r]

≤ ϕ [(0, xr+1)↔ (n, yr+1)]ϕ [(NI,Con) ̸=r+1]

≤ e−τnϕ [(NI,Con)̸=r+1] ,

where we used (SMP) in the second line, (CBC) in the third line, and the case r = 1 in the last line. The
statement follows by the induction hypothesis.

We next state another consequence of these two bounds, observing that they allow us to derive a
diamond confinement property for the infinite volume measure conditioned on Con∩NI, the exact analog
of Corollary 2.13 for the conditioned measure. We formulate it for a rather particular class of boundary
conditions, in order to be able to apply it later: however the reader should think about the measure ϕ on
the strip Stripn with boundary conditions given by the trace of a subcritical cluster outside of the strip.
We recall that Dmax(C) denotes the maximal diamond decomposition of the cluster C, and introduce the
following events:

BigDiami = { max
D⊂Dmax(Ci)
D diamond

Vol(D) ≥ log2 n} and BigDiam =
r⋃

i=1

BigDiami.

Lemma 4.4 (Diamond confinement). There exists a constant c > 0 such that the following occurs. Let
Ext be a finite set of edges such that Ext ∩ E(Stripn) = ∅. Then for any n large enough,

ϕ0
Extc

[
BigDiam

∣∣Con,NI] ≤ exp
(
−c (log n)2

)
.

Proof. We write

ϕ0
Extc

[
BigDiam

∣∣Con,NI] ≤ r∑
i=1

ϕ0
Extc

[
BigDiami

∣∣Con,NI].
We fix an i ∈ {1, . . . , r}. Now we shall focus on the numerator of the latter probability, namely on estimat-
ing the quantityϕ0

Extc

[
BigDiami,Con,NI

]
.Summing over all the potential clustersC1, . . . , Ci−1, Ci+1, . . . , Cr

under Con,NI,

ϕ0
Extc[BigDiami,Con,NI]

=
∑

C1,...,Ci−1,Ci+1,...Cr

ϕ0
Extc[BigDiami,Con,NI|Cj = Cj]ϕ0

Extc[Cj = Cj], (4.3)

where the event in the conditioning is shorthand for Cj = Cj for all 1 ≤ j ̸= i ≤ r. Fix such a system
of clusters C1, . . . , Ci−1, Ci+1, . . . , Cr, and call by convenience Ẽxt = Ext∪

(⋃
1≤j ̸=i≤r Cj ∪ ∂extCj

)
.

We then observe that - thanks to (SMP),

ϕ0
Extc

[
BigDiami,Con,NI

∣∣Cj = Cj

]
= ϕ0

Ẽxt
c

[
BigDiami, (n, yi) ∈ Ci

]
.



Brownian watermelon asymptotics for the random-cluster measure 25

Moreover, since the events {(n, yi) ∈ Ci} and BigDiami are increasing, we obtain:

ϕ0
Ẽxt

c

[
BigDiami, (n, yi) ∈ Ci

]
≤ ϕ

[
BigDiami, (n, yi) ∈ Ci

]
But we are now in the setting of Corollary 2.13, which ensures that

ϕ
[
BigDiami, (n, yi) ∈ Ci

]
≤ e−τnn−c logn.

Indeed, the diamonds appearing in the maximal diamond decomposition are always contained in the ones
appearing in the diamond decomposition given by the Ornstein–Zernike coupling. Coming back to (4.3),
we proved that

ϕ0
Extc

[
BigDiami,Con,NI

]
≤ e−τn−c log2 nϕ0

Extc [(Con,NI) ̸=i]

Using the rough upper bound given by Lemma 4.3, we obtain:

ϕ0
Ext

[
BigDiami,Con,NI

]
≤ e−(τrn+c log2 n).

Now, thanks to Remark 4.2 and the uniform Ornstein–Zernike decay (2.5), we bound the denominator:

ϕ0
Extc [Con,NI] ≥ cn− r2

2 e−τrn.

Combining the two bounds above, we find

ϕ0
Extc

[
BigDiami

∣∣Con,NI] ≤ 1
cn

r2

2 exp(−c(log n)2).

Applying the union bound yields the result for an amended value of c.

4.1 Edge repulsion
The goal of this section is to prove the equivalent of Lemma 3.7 for the measure ϕ[ · |Con,NI]. We
need an alternative definition of the random times T1 and T2, since S is not available anymore. Recall
the definition of the upper and lower interfaces of a cluster Γ±(t).

Definition 4.5. Fix ε > 0. We define the two following random variables.

T ′
1 = min

{
t ≥ 0, min

∗,⋆∈±
min

1≤i<j≤r

∣∣Γ⋆
i (t)− Γ∗

j (t)
∣∣ > nε

}
and

T ′
2 = max

{
t ≥ 0, min

∗,⋆∈±
min

1≤i<j≤r

∣∣Γ⋆
i (t)− Γ∗

j (t)
∣∣ > nε

}
.

The analogous of Lemma 3.7 is the following:

Lemma 4.6 (Edge repulsion). There exists ε > 0 and c > 0 such that for any n large enough,

ϕ
[{
T ′
1 > n1−ε

}
∪
{
T ′
2 < n− n1−ε

}
|Con,NI

]
< 2 exp

(
−cn1−3ε

)
. (4.4)

The value of ε > 0 given by Lemma 4.6 will be fixed in the rest of the paper.

Proof. Let ε > 0, its value will be determined at the end of the proof. By symmetry, we focus on proving
the following bound

ϕ
[
T ′
1 > n1−ε|Con,NI

]
≤ exp(−cn1−3ε).

As in the proof of Lemma 3.7, we will conclude by time reversal and an easy union bound. For 2 ≤ i ≤ r,
we define the event MLCPi (meaning ”many left-close points”) by

MLCPi = {#{k ∈ {0, . . . , n1−ε}, |Γ−
i (k)− Γ+

i−1(k)| < nε} ≥ 1

r
n1−ε}.
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The reason for the introduction of this event is the following inclusion (that is a simple consequence of
the pigeonhole principle):

{T ′
1 > n1−ε} ⊂

r⋃
i=2

MLCPi.

Thus, by union bound

ϕ
[
T ′
1 > n1−ε|Con,NI

]
≤

r∑
i=2

ϕ [MLCPi|Con,NI] .

Fix some i ∈ {2, . . . , r}. We upper bound ϕ [MLCPi|Con,NI] by separately bounding the numerator and
the denominator of this fraction. We start with the numerator, and we write, conditioning over all the
possible clusters C1, . . . , Ci−1, Ci+1, . . . , Cr under Con,NI:

ϕ [MLCPi,Con,NI] =
∑

C1,...,Ci−1,Ci+1,...,Cr

ϕ [MLCPi, (n, yi) ∈ Ci|Cj = Cj ]ϕ [Cj = Cj ] , (4.5)

where the event in the conditioning is shorthand for Cj = Cj for all 1 ≤ j ̸= i ≤ r. Let us fix
C1, . . . , Ci−1, Ci+1, . . . , Cr that can appear in the sum (4.5). As in the precedent proof, we define the
following set of edges

Ẽxt =
⋃

1≤j ̸=i≤r

(Cj ∪ ∂extCj).

Following the previous computation and using the spatial Markov property (SMP), we observe that

ϕ [MLCPi, (n, yi) ∈ Ci|Cj = Cj ] = ϕ0
Ẽxt

c [MLCPi, (n, yi) ∈ Ci] ,

where

ϕ0
Ẽxt

c [MLCPi, (n, yi) ∈ Ci] =

ϕ0
Ẽxt

c

[
(n, yi) ∈ Ci,#{k ∈ {0, . . . , n1−ε}, |Γ−

i (k)− Γ+(Ci−1)(k)| < nε} ≥ 1
rn

1−ε
]
.

The event appearing on the right-hand side of the latter equation is increasing (the connection event is
always increasing, and adding edges to the configuration can only push Γ−

i down, rendering it closer to
Γ+(Ci−1)). Thus, by (CBC), we obtain:

ϕ [MLCPi, (n, yi) ∈ Ci|Cj = Cj ] ≤

ϕ

[
(n, yi) ∈ Ci,#{k ∈ {0, . . . , n1−ε}, |Γ−

i (k)− Γ+(Ci−1)(k)| < nε} ≥ 1

r
n1−ε

]
. (4.6)

We are now in the framework of the classical one-cluster Ornstein–Zernike theory - and we are going to
conclude using Lemma A.1. Indeed, observe that if k ∈ {0, . . . , n1−ε} satisfies |Γ−

i (k)−Γ+(Ci−1)(k)| <
nε, then one can invoke Lemma 4.4 applied to both Ci and toCi−1 to argue that with very large probability,
there exists some time tk (measurable with respect to Ci: one can choose the next renewal after k) such
that tk is a renewal time for Ci and |S(tk) − Γ+(Ci−1)(tk)| < 2nε. The map k 7→ tk is not one-to-one
but still due to Lemma 4.4 is can be at most log2 n-to-1 with high probability. Thus we get that for some
α < 1,

ϕ

[
(n, yi) ∈ Ci,#{k ∈ {0, . . . , n1−ε}, |Γ−

i (k)− Γ+(Ci−1)(k)| < nε} ≥ 1

r
n1−ε

]
≤ e−τnΦ(0,xi)↔(n,yi)

[
#{0 ≤ k ≤ n1−ε, |Si(k)− Γ+(Ci−1)(k)| < 2nε} ≥ α

r
n1−ε

]
,
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In words, the trajectory of S stays confined during a large amount of time close to the function Γ+(Ci−1).
Since Γ+(Ci−1) is the graph of a fixed function we can apply Lemma A.1 2 to argue that

Φ(0,xi)↔(n,yi)

[
#{k ∈ {0, . . . , n1−ε}, |Si(k)− Γ+(Ci−1)(k)| < nε} ≥ 1

r
n1−ε

]
≤ exp(−cn1−3ε),

provided that ε > 0 is small enough. Coming back to (4.5), we proved that

ϕ
[
MLCPi(r),Con,NI

]
≤ exp(−cn1−3ε − τn)ϕ [(Con,NI) ̸=i] .

Finally using the rough bound given by Lemma 4.3 we proved that

ϕ
[
T ′
1 > n1−ε,Con,NI

]
≤ exp(−(τrn+ cn1−3ε)).

We conclude by using the lower bound on ϕ [Con,NI] given by (4.2). We obtain

ϕ
[
T ′
1 > n1−ε|Con,NI

]
≤ n

r2

2 exp(−cn1−3ε),

which yields the result, up to slightly changing the value of the constant c.

Observe that, by their definition, T ′
1 and T ′

2 are not necessarily synchronization times. We chose to
define them as such so as to obtain an increasing event in (4.6); otherwise the proof of Lemma 4.6 would
be more complicated. Thus let us define the actual random variables T1 and T2 by the following:

T1 = min{k ≥ T ′
1, k is a synchronization time for Smax} and

T2 = max{k ≤ T ′
2, k is a synchronization time for Smax}.

Similarly to Section 3.2, Lemma 4.6 will be used to produce edge-regular configurations with large
probability. We recall and modify slightly the notion of edge-regular configurations: a percolation
configuration ω ∈ Con,NI is called edge-regular (also written ω ∈ EdgeReg) if the following set of
conditions is satisfied:

(i) T1 < n1−ε and T2 > n− n1−ε.

(ii) ∥X ∥2 ≤ n1/2−ε/4 and ∥Y ∥2 ≤ n1/2−ε/4.

(iii) Gap(X ) > 1
2n

ε and Gap(Y ) > 1
2n

ε.

Then typical configurations are edge-regular under the conditioning on Con,NI.

Lemma 4.7. There exists a constant c > 0 such that

ϕ [EdgeRegc|Con,NI] ≤ 1

c
exp(−cnε/2).

We only briefly sketch the proof since it is very similar to the one of Lemma 3.9.

Proof. By Lemma 4.4, it is easy to see that:

ϕ
[
max{|T1 − T ′

1|, |T2 − T ′
2|} > (log n)3|Con,NI

]
≤ e−c(logn)2 (4.7)

for some small constant c > 0. Indeed, one can use Lemma 4.4 together with the fact that being a
cone-point is a decreasing event. This fact established, the proof is essentially the same as the proof of
Lemma 3.9: in a time smaller than (log n)2, the clusters cannot move to a polynomial distance of their
starting point by a basic large deviations estimate.

2Lemma A.1 is stated for unconditioned random walks, but as usual due to the Local Limit Theorem, being a bridge has a
polynomial probability which is always beaten by the quantity exp(−cn1−3ε)
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4.2 Global repulsion
In this section, we work under the measure ϕ [ · |Con,NI], and we want to prove that between a time
o(n) and n− o(n), the minimal gap between the clusters diverges with n. The event that we are going to
estimate is the following ”global repulsion” event:

GlobRep :={T1 < n1−ε} ∩ {T2 > n− n1−ε} ∩
{

min
1<i≤r

t∈[T1,T2]

∣∣Γ−
i (t)− Γ+

i−1(t)
∣∣ > (log n)2

}
.

The goal of this section is to prove the following statement.

Proposition 4.8 (Global repulsion estimate). There exists β > 0, depending only on r, and c > 0 such
that

ϕ [GlobRep|Con,NI] ≥ 1− cn−β. (4.8)

This lemma will be the main ingredient for the proofs of Theorems 1.6 and 1.11. The rest of the
section is dedicated to the proof of Proposition 4.8. We first use Lemma 4.7 to write:

ϕ [GlobRepc|NI,Con] ≤ ϕ[EdgeRegc|NI,Con] + ϕ[GlobRepc|NI,Con,EdgeReg]
≤ 1

c exp
(
− cnε/2

)
+ ϕ[GlobRepc|NI,Con,EdgeReg]. (4.9)

We will focus on bounding the second term in the right-hand side of the above. We will do so by
conditioning on T1, T2 and the shape of the clusters before T1 and after T2.

As previously, write EXT for the trace of the clusters and their boundaries outside of the strip
Strip = [T1, T2] × Z. Recall the notation X and Y for the vertical positions of the renewals at
the times T1 and T2. Then ϕ[·|Con,NI,EXT]3 on the complement of EXT is the measure ϕ0

EXTc

conditioned on X being connected to Y by disjoint clusters contained in the respective diamonds. Write
Diami for the fact that the i-th connection above occurs indeed in the corresponding diamond, and set
Diam =

⋂
1≤i≤r Diami. Then

ϕ
[
GlobRepc|NI,Con,EdgeReg

]
=
∑
Ext

ϕ
[
GlobRepc

∣∣NI,Con,EXT = Ext
]
ϕ
[
EXT = Ext

∣∣Con,NI,EdgeReg]
=
∑
Ext

ϕ [GlobRepc,NI,Con|EXT = Ext]

ϕ [NI,Con|EXT = Ext]
ϕ
[
EXT = Ext

∣∣Con,NI,EdgeReg] , (4.10)

where the sum runs over all possible edge-regular realizations Ext of EXT. We are going to focus on
bounding the ratio above uniformly over Ext. This ratio may be written as

ϕ [GlobRepc,NI,Con|EXT = Ext]

ϕ [NI,Con|EXT = Ext]
=

ϕ0
Extc [GlobRep

c,NI,Con,Diam]

ϕ0
Extc [NI,Con,Diam]

. (4.11)

Lemma 4.1 and Corollary 3.3 allow us to lower bound the denominator as

ϕ0
Extc [NI,Con,Diam] ≥ 1

χV (X )V (Y )(T2 − T1)−
r2

2 e−τr(T2−T1), (4.12)

where χ and V (·) were described in the aforementioned lemmas. We claim the following upper bound
on the numerator.

Lemma 4.9. There exist constants β > 0 and C > 0 such that, for any edge-regular Ext

ϕ0
Extc [GlobRep

c,NI,Con,Diam] ≤ CV (X )V (Y )(T2 − T1)−r2/2−βe−τr(T2−T1). (4.13)
3The conditioning on EXT contains implicitly the fact that T1 and T2 are renewals.
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T1 T2

Figure 4: The region Strip is the vertical strip between T1 and T2; EXT is the configuration outside of
this strip. The events NI, Con and Diam are realised by the three traversing grey clusters. Here GlobRep
is violated since the bottom two clusters come close to each-other in the marked region.

The lemma above is the main difficulty in the proof of Proposition 4.8; we postpone its proof and
finish that of the proposition.

Proof of Proposition 4.8. Lemma 4.9 together with the estimate (4.12) yield that for any edge-regular
Ext, the following holds:

ϕ0
Extc [GlobRep

c,NI,Con,Diam]

ϕ0
Extc [NI,Con,Diam]

≤ C
χ (T2 − T1)−β.

By edge-regularity of Ext, we know that (T2 − T1) ≥ n− 2n1−ε, so that (T2 − T1)−β = n−β(1 + o(1)).
Thus, inserting this estimate into (4.10), we proved that

ϕ [GlobRepc|NI,Con,EdgeReg] ≤ C
χn

−β.

Proposition 4.8 is obtained by applying equations (4.9), (4.10) and (4.11).

We now turn to the proof of Lemma 4.9. Fix some edge-regular Ext. When NI,Con and Diam occur,
write Γi for the top-most path of the cluster of Xi. This is a non-simple path of open edges contained in
Strip (due to Diam) connecting Xi to Yi. For any such path, write ∂Γi for all the edges of Strip adjacent
to and above Γi. Finally, write Γ for the r-tuple of paths Γ1, . . . ,Γr.

The idea of the proof of Lemma 4.9 is to bound the probability of {Γ = γ} for any potential realisation
γ of Γ by the probability of a suitable event in the product measure. Then we use the Ornstein–Zernike
theory to estimate the latter probability. The first step is contained by the following statement, which
constitutes the core of the proof.

Lemma 4.10. There exists ε > 0 such that for any possible realization γ of Γ,

ϕ0
Extc [Γ = γ,NI,Con,Diam] ≤ (1− exp(−nε))−r(ϕ0

Extc)⊗r
[ r⋂
i=1

{γi is open, ∂γi is closed}
]
.

Remark 4.11. The careful reader might think that this lemma is in contradiction with the lower bound
given by Lemma 4.1. However, observe that while the events Diam and {Γ = γ} do imply the events
Con and NI in the measure ϕ0

Extc , it is not the case for the measure (ϕ0
EXTc)⊗r.

Proof of Lemma 4.10. Fix γ as in the statement. The paths γ1, . . . , γr all cross Strip horizontally, are
disjoint and are in increasing vertical order. The same holds for their upper boundaries ∂γ1, . . . , ∂γr.
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Moreover,

ϕ0
Extc [Γ = γ,NI,Con,Diam] =

r∏
i=1

ϕ0
Extc

[
Γi = γi,Diami

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]

≤
r∏

i=1

ϕ0
Extc

[
γi is open, ∂γi is closed

∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]
.

Our goal is now to prove that for any i ∈ {1, . . . , r},

ϕ0
Extc

[
γi is open, ∂γi is closed

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]

≤ (1− exp(−nε))−1ϕ0
Extc [γi is open, ∂γi is closed] . (4.14)

Indeed, assuming that the above inequality is true, we will have proved that

ϕ0
Extc
[
Γ = γ,NI,Con,Diam

]
≤

r∏
i=1

(1− exp(−nε))−1ϕ0
Ext

[
γi is open, ∂γi is closed

]
= (1− exp(−nε))−r(ϕ0

Extc)⊗r
[ r⋂
i=1

{γi is open, ∂γi is closed}
]
.

We thus focus on (4.14). The bound is obviously true for i = 1. Fix next i > 1. Write:

ϕ0
Extc

[
γi is open, ∂γi is closed

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]

(4.15)

= ϕ0
Extc

[
γi open

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]
ϕ0
Extc

[
∂γi closed

∣∣∣γi open,
i−1⋂
k=1

{Γk = γk,Diamk}
]
.

The first factor is easy to upper bound, as the conditioning decreases the probability for γi to be
open. Indeed, explore the clusters of X1, . . . ,Xi−1 together with their boundaries, and call Expl the set
of explored edges. Because of the conditioning on Diam1, . . . ,Diami−1 and of the disjointness of the
paths of γ, γi is disjoint from the explored edges Expl ∪ Ext. Furthermore, the measure induced on the
complement of these clusters by this exploration procedure is ϕ0

(Expl∪Ext)c . By (CBC),

ϕ0
(Ext∪Expl)c [γi is open] ≤ ϕ0

Extc [γi is open] ,

which in turn implies

ϕ0
Extc

[
γi is open

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]
≤ ϕ0

Extc [γi is open] . (4.16)

We turn to the second factor in the right-hand side of (4.15). Upper bounding this term is slightly
more subtle, since the the boundary conditions induced by the conditioning may a priori help ∂γi to be
closed. Introduce the following events

HL =
{

(T1,Yi)∗ is connected to∞ by a dual open path lying in Stripc
}

and
HR =

{
(T2,Yi)∗ is connected to∞ by a dual open path lying in Stripc

}
.

We now claim that

ϕ0
Extc

[
∂γi closed

∣∣∣γi open,
i−1⋂
k=1

{Γk = γk,Diamk}
]
≤ ϕ0

Extc
[
∂γi closed

∣∣HL ∩HR ∩ {γi open}
]
. (4.17)
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γi

T1 T2

γi

T1 T2

∂γi

Figure 5: Left: To upperbound ϕ0
Extc[γi open|

⋂i−1
k=1{Γk = γk,Diamk}] it suffices to explore the clusters

of Γk for k < i and observe that any such instance induces negative information on the rest of the
space. Right: When bounding ϕ0

Extc[∂γi closed|γi open,
⋂i−1

k=1{Γk = γk,Diamk}], the conditioning
may increase the probability for ∂γi to be closed, but not more so than the occurrence ofHL ∩HR. The
latter events are ensured by the existence of the infinite dual paths on the left and right of the strip.

Indeed, the conditioning on
⋂i−1

k=1{Γk = γk,Diamk} may induce negative information, which improves
the probability of ∂γi to be closed. Nevertheless, this influence is weaker than that of the decreasing
eventsHL andHR. A formal proof of the above is obtained by conditioning on the lowest paths producing
HL andHR; we do not give additional details here.

The following claim will be particularly convenient to handle the right-hand side of the above.

Claim 4.12. There exist constants ε > 0 and c > 0 such that

ϕ0
Extc
[
HL ∩HR

∣∣γi is open
]
≥ 1− exp (−cnε) .

Proof of Claim 4.12. The proof is a standard argument using the properties of the subcritical regime. We
will prove that

ϕ0
Extc
[
HL
∣∣γi is open

]
≥ 1− 1

2 exp (−cn
ε) , (4.18)

and the claim will follow by the union bound.
The event HL is decreasing and the conditioning only depends on the configuration in Strip.

Thus (CBC) implies

ϕ0
Extc
[
HL
∣∣γi is open

]
≥ ϕ1

Stripc
[
HL
]
.

For HL to fail, there must exist at least one index k ≥ 0 such that (−k, xi) is connected to the vertical
axis {T1} × Z by a (primal) open path lying in the half-plane (−∞, T1]× Z. Thus

ϕ1
Stripc

[
(HL)c

]
≤
∑
k≥0

ϕ1
Stripc

[
(−k, xi)↔ {T1} × Z

]
. (4.19)

It is well-known that the exponential decay of the primal cluster applies also within wired boundary
conditions [DCRT19], and therefore the terms in the sum above are bounded above by e−ck for some
c > 0 and all k. Summing over k ≥ 0 we find

ϕ1
Stripc

[
(HL)c

]
≤ Ce−cT1 .

By the cone confinement property T1 ≥ nε

2δ . This proves (4.18) after altering the constants.

We are now ready to conclude. The claim along with (4.17) imply that

ϕ0
Extc

[
∂γi closed

∣∣∣γi open,
i−1⋂
k=1

{Γk = γk,Diamk}
]
≤
(
1− e−cnε)−1

ϕ0
Extc
[
∂γi closed

∣∣γi open
]
.
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The above, together with (4.16) may be inserted into (4.15) to obtain (4.14). As already mentioned, this
concludes the proof of Lemma 4.10

We turn to the second step of the proof of Lemma 4.9.

Proof of Lemma 4.9. Recall the definition of the family of paths Γ, defined when NI, Con and Diam
occur. Define the set ClosePath of realisations γ of Γ for which there exists 2 ≤ i ≤ r and T1 ≤ t ≤ T2

such that

dist
[
γi−1 ∩ ({t} × Z), γi ∩ ({t} × Z)

]
< (log n)3.

We first observe that

ϕ0
Extc [GlobRep

c,Con,NI,Diam]

≤ ϕ0
Extc [GlobRep

c,BigDiamc,Con,NI,Diam] + ϕ0
Extc
[
BigDiam,Con,NI

]
≤

∑
γ∈ClosePath

ϕ0
Ext [Γ = γ,Con,NI,Diam] + e−c(logn)2−τr(T2−T1). (4.20)

Indeed, the second inequality is true term by term. For the first term, due to BigDiamc, the clusters are
entirely within distance (log n)2 of the corresponding paths Γi. Thus, for GlobRepc to occur, the paths
Γi need to come within distance (log n)2 + 2(log n)2 of each other, and in particular need to belong to
ClosePath. The bound on the second term is a direct consequence of Lemma 4.4 and (1.2). The second
term obviously satisfies the upper bound in (4.13), and we may focus on bounding the first term.

By (4.20) and Lemma 4.10,

ϕ0
Extc
[
GlobRepc,BigDiamc,Con,NI,Diam

]
≤ (1 + o(1))

∑
γ∈ClosePath

(ϕ0
Extc)⊗r

[ r⋂
i=1

{γi open, ∂γi closed}
]

≤ (1 + o(1)) (ϕ0
Extc)⊗r

[
∃γ ∈ ClosePath s.t. ∀i ∈ {1, . . . , r}, γi open, ∂γi closed

]
. (4.21)

The last upper bound is obtained by observing that when the last event is satisfied, at most one family
of paths of ClosePath can achieve it (due to the event Diam). We will bound the last term using the
Ornstein–Zernike coupling Φ0,⊗r

Extc,(T1,X )→(T2,Y )[ · ] and the random skeleton system S given by this
coupling. This argument will only be sketched as it already appeared in the proof of Proposition 3.1.

Under the event in the last line of (4.21), the paths γ1, . . . , γr contain all the renewal points of the
clusters Ci in Strip, and therefore the synchronised skeleton Š is guaranteed to be non-intersecting. In
addition, due to the diamond confinement property and since γ ∈ ClosePath, inft∈[T1,T2] Gap(Š(t)) ≤
3 log2 n+ (log n)2 with probability going to 1. Finally we conclude that

(ϕ0
Extc)⊗r

[
∃γ ∈ ClosePath such that ∀i ∈ {1, . . . , r}, γi is open, ∂γi is closed

]
≤ (1 + o(1)) e−τr(T2−T1)Φ⊗r

(T1,X )→(T2,Y )

[
Š ∈ W[T1,T2], Gap(Š(t)) ≤ 4 log2 n

∣∣EXT = Ext
]
.

We now use once the local limit Theorem 5.5 and then Lemma 5.12 (the assumptions of the lemma
are satisfied due to the edge-regularity of Ext) to conclude that

Φ⊗r
(T1,X )→(T2,Y )

[
Š ∈ W[T1,T2],Gap(Š(t)) ≤ 4 log2 n

∣∣EXT = Ext
]

≤ CV (X )V (Y )(T2 − T1)−
r2

2 (T2 − T1)−β.

Putting everything together and coming back to (4.20), we obtain:

ϕ0
Extc [GlobRep

c,Con,NI,Diam] ≤ C V (X )V (Y ) (T2 − T1)−
r2

2
−βe−τr(T2−T1),

which concludes the proof.
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4.3 The mixing argument and the proof of Theorems 1.6 and 1.11
We start with the proof of Theorem 1.6.

Proof of Theorem 1.6. Recall that one bound, namely

ϕ [NI,Con] ≥ c V (x)V (y)n− r2

2 e−τrn (4.22)

has already been proved in Remark 4.2. Our goal here is to prove a matching upper bound.
Running the argument used in the proof of Lemma 4.9, but summing over all realisations of Γ rather

than only those in ClosePath yields

ϕ0
Extc [NI,Con] ≤ CV (X )V (Y )(T2 − T1)−

r2

2 e−τr(T2−T1). (4.23)

The above does not match the desired bound sinceT1 is larger than 0 andT2 smaller thann by a polynomial
quantity. Moreover, V (X ) and V (Y ) are also of polynomial order. To obtain the upper bound matching
(4.22), we will run the same argument with T1 and T2 replaced with random times of finite order.

Let T̃1 (resp. T̃2) be the first (resp. the last) synchronization point of the maximal skeletons of the
clusters after 0 (resp. before n). We also call X̃ (resp. Ỹ ) the unique vector such that (T̃1, X̃i) ∈ Ci
(resp. (T̃2, Ỹi) ∈ Ci). We already argued in the proof of Lemma 4.4 that T̃1 and T̃2 have exponential
tails: for any t ≥ 0 large enough,

ϕ
[
max{T̃1, T̃2} > t|Con,NI

]
≤ e−ct.

We also already argued that

ϕ
[
max{∥X̃ − x∥, ∥Ỹ − y∥} > t|Con,NI

]
≤ e−ct,

for a possibly different value of c > 0. For the rest of this proof fix t so that e−ct ≤ 1/2. Then, we upper
bound:

ϕ
[
Con,NI

]
= ϕ

[
Con,NI,max{∥X̃ − x∥, ∥Ỹ − y∥} > t

]
+ ϕ

[
Con,NI,max{∥X̃ − x∥, ∥Ỹ − y∥} < t

]
≤ ϕ

[
Con,NI

∣∣max{∥X̃ − x∥, ∥Ỹ − y∥} < t
]
+ 1

2ϕ
[
Con,NI

]
.

Hence, we obtain that

ϕ [Con,NI] ≤ 2ϕ
[
Con,NI

∣∣max{∥X̃ − x∥, ∥Ỹ − y∥} < t
]
. (4.24)

We focus on upper bounding ϕ[Con,NI|max{∥X̃ − x∥, ∥Ỹ − y∥} < t], and will do so using the
method of Lemma 4.10. As in the proof of Lemma 4.10, condition on the shape of the clusters outside
of Strip = [T̃1, T̃2]× Z to write:

ϕ
[
Con,NI|max{∥X̃ − x∥, ∥Ỹ − y∥} < t

]
=
∑
Ext

ϕ0
Extc [Con,NI,Dian]

× ϕ
[
Ext = Ext|max{∥X̃ − x∥, ∥Ỹ − y∥} < t

]
.

As previously, the conditioning on EXT contains the fact that T̃1 and T̃2 are renewals.
Fix some Ext appearing in the sum above. Recall the definition of the top-most path Γi of the cluster

Ci and its upper boundary ∂Γi. Then
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ϕ0
Extc
[
Con,NI,Diam

]
≤
∑
γ

r∏
i=1

ϕ0
Extc

[
γi open

∣∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]

× ϕ0
Extc

[
∂γi closed

∣∣∣γi open,
i−1⋂
k=1

{Γk = γk,Diamk}
]
, (4.25)

where the sum is over all possible realisations γ of Γ that induce disjoint connections between X̃ and Ỹ .
The two terms in the right-hand side of the above may be bounded as in Lemma 4.10 by

ϕ0
Extc
[
γi open

∣∣ i−1⋂
k=1

{Γk = γk,Diamk}
]
≤ ϕ0

Extc
[
γi open

]
and

ϕ0
Extc
[
∂γi closed

∣∣γi open,
i−1⋂
k=1

{Γk = γk,Diamk}
]
≤ Cϕ0

Extc
[
∂γi closed

∣∣γi open
]

(4.26)

This is the only place where the proof differs a little from that of Lemma 4.10. Indeed, in the second
bound above, we will use that

ϕ0
Extc
[
HL ∩HR

∣∣γi open
]
≥ c. (4.27)

for some universal constant c, where HL and HR are defined as in Claim 4.12. The proof of (4.27)
is easier than that of Claim 4.12: it relies simply on the fact that, in the subcritical regime, the dual
percolates even in a half-plane with wired boundary conditions.

Now, injecting (4.26) back into (4.25), we find that

ϕ0
Extc
[
Con,NI,Diam

]
≤ C (ϕ0

Extc)⊗r
[
∃γ s.t. ∀i ∈ {1, . . . , r}, γi open, ∂γi closed

]
(4.28)

We conclude using the Ornstein–Zernike coupling for the product measure. Indeed, the event on
the right-hand side of (4.28) implies that, in the product measure, the connection event occurs and the
synchronized skeletons are non-intersecting. Thus,

ϕ0
Extc
[
Con,NI,Diam

]
≤ C e−τr(T̃2−T̃1)ϕ0,⊗r

(T̃1,X̃ )→(T̃2,Ỹ )

[
Š ∈ W[T̃1,T̃2]

∣∣Ext = Ext
]
.

We make use of the Local limit Theorem 5.5 to upper bound the right-hand side probability by
C V (X̃ )V (Ỹ )(T̃2 − T̃1)−

r2

2 . Using the assumption on Ext, we then very roughly upper bound

max{V (X̃ ), V (Ỹ )} ≤ (2max{∥X̃ − x∥, ∥Ỹ − y∥})
r(r−1)

2 V (x)V (y) ≤ V (x)V (y)(2t)
r(r−1)

2 .

Gathering everything together, we conclude that for all Ext satisfying max{∥X̃ ∥, ∥Ỹ ∥} ≤ t and
max{T̃1, n− T̃2} ≤ t

ϕ0
Extc
[
Con,NI

]
≤ C (2t)

r(r−1)
2 V (x)V (y)e−τr(n−2t)(n− 2t)

r2

2 ≤ C ′V (x)V (y)e−τrnn
r2

2 .

Summing over all such Ext and using (4.24) we find that

ϕ
[
Con,NI

]
≤ C ′ V (x)V (y)e−τrnn− r2

2 ,

where the value of C ′ has been increased between every equation, but does not depend on n. This
concludes the proof.
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We then turn to the proof of Theorem 1.11. It follows from the repulsion estimate of Proposition 4.8
and the convergence of the product system stated in Proposition 3.1. The observation is that when
GlobRep occurs, then it is a consequence of the mixing property of the random-cluster measure (MIX)
that the distribution of the system of clusters is very close to the one of an independent system of clusters.

Proof of Theorem 1.11. We follow the same pattern as in the proof of Proposition 3.1, and use the
strategy given by Lemma 3.10. Fix some δ > 0 and arbitrary signs for the r envelopes which we
denote by ±. As previously, define the scaled process Γ±

n (t) := 1√
n
Γ±(nt), and consider a function

f : C([δ, 1− δ],Rr)→ R, continuous and bounded. As in the proof of Proposition 3.1 we shall omit to
write the restriction to the interval [δ, 1 − δ] when writing f δ(Γ±

n ). We start by arguing that due to the
boundedness of f δ and to Lemma 4.7,

ϕ
[
f δ(Γ±

n )
∣∣NI,Con] = (1 + o(1))ϕ

[
f δ(Γ±

n )
∣∣NI,Con,EdgeReg].

Next, we condition onT1, T2 and the edge-regular shape of the clusters outside of Strip := Strip[T1,T2].
Due to the edge-regularity condition, we can chose n large enough so that nδ > T1 and n(1− δ) < T2.
We find

ϕ
[
f δ(Γ±

n )
∣∣NI,Con,EdgeReg] =∑

Ext

ϕ
[
f δ
(
Γ±
n

)∣∣NI,Con,EXT = Ext
]

× ϕ
[
EXT = Ext

∣∣NI,Con,EdgeReg].
Fix some Ext which is edge-regular. We make use of Proposition 4.8 to argue that:

ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext
]
=

(1 + o(1))ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext,GlobRep
]
. (4.29)

Now, we claim that the mixing property (MIX) implies that∣∣∣∣ ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext,GlobRep
]

ϕ⊗r
[
f δ(Γ±

n )|NI,Con,EXT = Ext,GlobRep
] − 1

∣∣∣∣ < e−2(logn)2 . (4.30)

Indeed, decompose the term ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext,GlobRep
]

as follows:

ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext,GlobRep
]
=
∑

C1,...,Cr

f δ(Γ±
n )

ϕ0
Extc
[
C1 = C1, . . . , Cr = Cr

]
ϕ0
Extc
[
NI,Con,Globrep

] ,

where the sum runs over the possible realisations C1, . . . , Cr of the clusters of X under the measure
ϕ0
Extc[·|NI,Con,GlobRep]. The point is that those sets are almost surely finite and have a mutual distance

larger than δ(log n)3 by the diamond confinement property. We can then apply (MIX) to both the
numerator and the denominator of the fraction to obtain (4.30).

The last thing to notice is that the entropic repulsion estimate (4.8) also holds for the product measure:

ϕ⊗r
[
GlobRep|ConX ,Y ,NI,EXT = Ext

]
≥ 1− cn−β,

because of the usual Ornstein–Zernike coupling (2.4) and the entropic repulsion for random walks given
by Lemma 5.8. In conclusion, we proved that:

ϕ
[
f δ(Γ±

n )|NI,Con,EXT = Ext
]
= (1 + o(1))ϕ⊗r

[
f δ(Γ±

n )|NI,Con,EXT = Ext
]
.

Finally, due to the assumed edge-regularity ofExt and to Proposition 3.1, we know that the RHS converges
towards E

[
f δ(σBW(r))

]
. Hence,

ϕ
[
f δ(Γ±

n )|NI,Con
]
−−−→
n→∞

E
[
f δ(σBW(r))

]
,

and so is established point (i) of Lemma 3.10. As previously the equicontinuity at 0 and 1 is an easy
consequence of basic large deviations estimates. This observation achieves the proof.
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5 Local statistics of directed non-intersecting random bridges

As seen before, by the Ornstein–Zernike theory and the entropic repulsion, a system of clusters subject
to the non-intersection conditioning resembles a system of non-intersecting directed random walks.

Non-intersecting random walks, and more largely random walks in cones have a very rich combi-
natorial and probabilistic structure. They have been studied widely throughout the last 50 years. The
seminal work is the paper of Karlin and McGregor [KM59] which proves a determinantal formula for the
probability of r random walks to intersect. Their approach only applies to a very specific class of walks,
and is combinatorial by nature; it lead to remarkable developments around integrable systems of walks
(see [Gra99, Joh05]).

A more probabilistic treatment has been started in [EK08], [DW10, DW15, DW20]. Indeed, in [EK08]
a definition of the random walk conditioned to stay in a cone was given in terms of a Doob h-transform
by a harmonic function vanishing on the boundary of the cone, allowing the authors to obtain Local Limit
Theorems and invariance principles for a much broader class of random walks. We briefly summarize
the definitions and construction of the concerned objects.

The goal of this section is then to study the properties of such systems of walks, especially their
behaviour under the diffusive scaling. Let us introduce the relevant object to study.

Definition 5.1 (Directed system of random walks). Let r ≥ 1 be an integer, and for 1 ≤ i ≤ r,
let (θin, Xi

n)n≥1 be an independent and identically distributed family of independent and identically
distributed random variables on N∗ × Z. We assume that it satisfies the following properties:

• Both θ11 and X1
1 have an exponential moment.

• Conditionally on θin, Xi
n is centered.

Call:

Ti
n =

n∑
k=1

θik and Zi
n =

n∑
k=1

Xi
k

Then the system
(Sn)n≥0 :=

(
(T1

n,Z1
n), . . . , (Tr

n,Zr
n)
)
n≥0

is called a system of directed random walks. For any (ki, xi)1≤i≤r ∈ (N× Z)r, we write P(k,x) for the
law of the r-directed random walk with Si

0 = (ki, xi) – this is defined as above, with the addition of an
initial offset. When all the ki are equal, which will often be the case, we make a slight abuse of notation
by writing P(k,x) with k ∈ Z, x ∈ Zr.

As observed in the precedent sections, a subcritical percolation cluster can be roughly described as
the trajectory of a directed random walk decorated with δ-confined clusters of edges. For that reason, it
is convenient to study directed system of non-intersecting random bridges carrying δ-diamonds around
their steps. We then make the following assumption:

Assumption 5.2. There exists a δ > 0 such that almost surely,

(θ11, X
1
1 ) ∈ Y+,δ

0 . (5.1)

Recall the definition of the diamonds from Section 2. If (Sn)n≥0 is a system of directed random
walks, we introduce

Dδ
i,k = Dδ

(Ti
k,Z

i
k),(Ti

k+1,Z
i
k+1) and D(Si) :=

⋃
k≥0

Dδ
i,k.

We also introduce the diamond-decorated walks analogs of the events Con and NI (see Figure 6).
For y ∈ Rr, n ≥ 0, the hitting event is defined by:

Hit(n,y) =
{
∃k1, . . . , kr ≥ 0,∀i ∈ {1, . . . , r}, (Ti

ki
,S1

k1) = (n, yi)
}
.
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(n, y)
(0, x)

nt

S
4(nt)

S
5(nt)

S
3(nt)

S
2(nt)

S
1(nt)

Figure 6: A depiction of a system of r = 5 non-synchronized random walks under the event{
S ∈ Wn,Hit(n,y)

}
.

The non-intersection of diamond event is defined by

NonIntDiam(S) =
⋂

1≤i ̸=j≤r

{D(Si) ∩ D(Sj) = ∅}.

The goal of this section is the proof of the following result:

Theorem 5.3 (Invariance principle for directed random walks). Let S be a system of r directed random
walks sampled according to P(0,x)

[
·|S ∈ Hit(n,y),NonIntDiam(S)

]
. Then, there exists σ > 0 such that(

1√
n

S (nt)

)
0≤t≤1

(d)−−−→
n→∞

(
σBW(r)

t

)
0≤t≤1

,

where the convergence holds in the space C([0, 1],Rr) equipped with the topology of the uniform conver-
gence. Moreover, x and y can depend on n in the statement, as long as they both have norms that are
o(
√
n).

This theorem, as well as Theorem 5.5, has already been proved in the setting of regular random
walks (that is when θ11 = 1 almost surely), and replacing the conditioning over the non-intersection of
diamonds by a conditioning of non-intersection of their spatial trajectories. Our goal here is simply to
extend this to the setting of directed random walks decorated with diamonds, and state some properties
tailored to our needs. The key object to derive this statement is the embedded synchronized system of
directed random walks. We define it in the next section and derive the key input for the study, which the
Local Limit Theorem 5.5.

5.1 Synchronized directed random walks
As observed in Sections 3 and 4 our arguments are often soft enough to boil down to the study of a
synchronized system of walks, where the time reference is still random but common to every walk.

Definition 5.4 (Synchronized directed random walk). Let r ≥ 1 be an integer. We consider a sequence of
independent and identically distributed random variables (θk, X1

k , . . . , X
r
k)k≥0 taking values in N∗×Zr.

Moreover we assume that

• Both θ1 and X1
1 have an exponential moment

• Conditionally on θ1, X1
1 , . . . , X

r
1 are centered, independent and identically distributed.
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We call:

Tn =
n∑

k=1

θk and Zi
n =

n∑
k=1

Xi
k

Then the system
(Sn)n≥0 =

(
Tn, Z

1
n, . . . , Z

r
n

)
n≥0

is called a synchronized system of directed random walks. In what follows, we see it as a random object
of N × Zr, which we will refer to as (Sn)n≥0 = (Tn, Zn)n≥0 . For any (k, x) ∈ N × Zr, we will
denote by P(k,x) the law of the synchronized r-random walk started from the point (k, x), i.e. the law of
((k, x) + Sn)n≥0 .

We also assume for convenience that Assumption 5.2 holds.
Introduce the following hitting event, for any (n, y) ∈ N× Zr:

Hit(n,y) = {∃k ≥ 0, Sk = (n, y)} ,

and the stopping time

H(n,y) = min {k ≥ 0, Sk = (n, y)} . (5.2)

Moreover, ρ will denote the stopping time corresponding to the first exit of the Weyl chamber:

ρ = min {n ≥ 0, Sn /∈W}

The key results of this section are the following:

Theorem 5.5 (Local limit Theorem for synchronized, non-intersecting directed random walks). Let
(Sn)n≥0 be a synchronized system of random walks. There exists a function V : W → R∗

+ and a
constant C1 > 0 such that for any pair of sequences (xn)n≥0, (yn)n≥0 taking values in W such that
∥xn∥2 , ∥yn∥2 = o(

√
n), when n −→∞,

P(0,xn)
[
H(n,yn) < ρ,Hit(n,yn)

]
= C1

V (xn)V (yn)
nr2/2

(1 + o(1)) .

Furthermore, the function V satisfies the following set of properties:

1. If x, y ∈W are such that |yi+1 − yi| > |xi+1 − xi| for any 1 ≤ i ≤ r − 1, then

V (y) ≥ V (x).

2. When Gap(x)→∞, then V (x)
∆(x) → 1.

3. There exists a positive c > 0 such that

V (x) ≤ c
∏

1≤i<j≤r

|1 + xj − xi|

The second local limit result is the analog of Gnedenko’s Local Limit Theorem. It corresponds
to [DW15, Thm. 5].

Theorem 5.6. Let (Sn)n≥0 be a synchronized system of random walks. Then, there exists a constant
κ > 0 such that for any fixed x ∈W ,

sup
y∈W

∣∣∣∣n r(r+1)
4 P(0,x)

[
S ∈ Wn,Hit(n,y)

]
− κV (x)∆

(
y√
n

)
e−

∥y∥22
2n

∣∣∣∣ −−−→n→∞
0.
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The last theorem of this section is the invariance principle stating that a synchronized system of
random walks conditioned on the events {H(n,yn) < ρ} and {Hit(n,yn)} converges towards the Brownian
watermelon.

Theorem 5.7 (Invariance principle for synchronized, non-intersecting random walks). Let (Sn)n≥0 be a
system of r synchronized random walks. We study the trajectory of S on [0, H(n,y)] under the measure

P(0,x)
[
· |H(n,y) < ρ,Hit(n,y)

]
.

Let T be the linear interpolation between the points (T1, S1), . . . , (n, y), and S(t) be the almost surely
unique intersection T ∩ ({t} × Rr). Then, there exists σ > 0 such that:(

1√
n
S(nt)

)
0≤t≤1

−−−→
n→∞

(
σBW(r)

t

)
0≤t≤1

,

The convergence occurs in the space C ([0, 1],Rr) endowed with the topology of uniform convergence.
Moreover, the convergence holds when x, y depend on n, still as long as their norm is o(

√
n).

Theorems 5.5, 5.6 and 5.7 have already been derived in the works [EK08], [DW10, DW15] and most
importantly in [DW20] in the case of regular random walks, meaning that θ1 = 1 almost surely. Moreover
it has been explained in great detail how to adapt the proofs of these articles to the case of directed walks
in [IOVW20]. For that reason, a very brief sketch of proof of these three important results is deferred to
the Appendix.

We also import fast repulsion estimates that are going to be useful later on

Lemma 5.8 (Edge repulsion for synchronized random walks). There exists ε > 0 such that the following
holds. Let

(
Si
n

)
n≥0,1≤i≤r

be a synchronized system of directed random walks. Let

ηn = min

{
k ≥ 0, min

1≤i<j≤r

∣∣∣Si
k − Sj

k

∣∣∣ > nε

}
. (5.3)

Then there exists c > 0 such that for any x ∈ Rr, when n is sufficiently large,

P(0,x)
[
ηn > n1−ε

]
< 1

c exp(−cnε). (5.4)

Proof. This fact has been proved in [DW10, Lemma 7] in the case of regular random walks, with a
stronger statement: indeed, the nε in the definition of ηn is replaced by n

1
2
−ε in the latter paper. We

briefly explain how to derive the result in our setting. First, condition on the time increments (θk)k≥0.
The spatial increments become a sequence of independent (though non identically distributed) random
variables. However one can check that the proof of [DW10, Lemma 7] can be mutatis mutandi repeated
in that setting.

Remark 5.9. Since this probability in (5.4) is stretch-exponentially small, the bound also holds - up to
a change in the constant c - when conditioning the synchronized system of random walks on an event of
polynomial probability. In particular, the next corollary follows from (5.4) and Theorem 5.5 (which will
be proved shortly without the use of the statement below).

Corollary 5.10. There exists ε > 0 such that the following holds. Let
(
Si
n

)
1≤i≤r,n≥0

be a synchronized
system of directed random walks. Then there exists c > 0 such that for any x, y ∈ Rr, when n is
sufficiently large,

P(0,x)
[
ηn > n1−ε|Hit(n,y)

]
< 1

c exp(−cnε).

Using the input given by the Local Limit Theorem 5.5, we are now able to derive the essential bulk
repulsion for non-intersecting synchronized random walks in the next two lemmas.
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Lemma 5.11. Let S be a system of directed synchronized random walks and fix ε > 0. Then, for any
δ > 0 sufficiently small, any points x, y ∈ W satisfying ∥x∥2 , ∥y∥2 = o(

√
n), there exist β > 0, C > 0

such that for any n ≥ 0 sufficiently large,

P(0,x)
[
∃t ∈ [nε, n− nε],Gap(S(t)) ≤ nδ

∣∣H(n,y) < ρ,Hit(n,y)
]
≤ Cn−β. (5.5)

Proof. First, notice that one can actually examine only integer values of t in (5.5) since the minimal
distance between two synchronized piecewise linear functions is achieved at a slope change time, which
by definition of S is an integer. Introduce the following kernel:

qn(x, y) = P(0,x)
[
S ∈ Wn,Hit(n,y)

]
. (5.6)

By the union bound it is sufficient to prove that

P(0,x)
[
∃k ∈ {nε, . . . , n− nε}, |Si(k)− Si−1(k)| ≤ nδ

∣∣S ∈ Wn,Hit(n,y)
]
≤ Cn−β.

for any 2 ≤ i < r. Fix such an i and introduce the following subset of W

Wn,δ =
{
u ∈W, |ui − ui−1| < nδ

}
.

We make use of Theorems 5.5 and 5.6. Indeed, choose n large enough so that for nε < k < n− nε, one
has that for any u ∈Wn,δ:

qn(x, y) ≥ (1− ε)V (x)V (y)n− r2

2

qk(x, u) ≤ 2V (x)∆
(

u√
k

)
k−

r(r+1)
4 e−

∥u∥22
2k

qn−k(u, y) ≤ 2V (y)∆
(

u√
n−k

)
(n− k)−

r(r+1)
4 e−

∥u∥22
2(n−k) .

Then, a union bound over k yields:

P(0,x)

[
∃k ∈ {nε, . . . , n− nε},

∣∣Si+1(k)− Si(k)
∣∣ ≤ nδ

∣∣∣S ∈ Wn,Hit(n,y)

]
≤

n−n1−ε∑
k=nε

∑
u∈Wn,δ

qk(x, u)qn−k(u, y)
qn(x, y)

≤ 4
1−ε

n−n1−ε∑
k=nε

∑
u∈Wn,δ

n
r2

2 (k(n− k))−
r(r+1)

4 ∆
(

u√
k

)
∆
(

u√
n−k

)
e−

∥u∥22
2 ( 1

k
+ 1

n−k ).

We make two observations: the first is that this sum is actually symmetric around n
2 , so that it is

sufficient to bound it for k going from nε to n
2 . The second is that since u ∈Wn,δ, we have:

∆
(

u√
k

)
≤ 2 ∥u∥

r(r−1)
2

−1

2 nδ k−
r(r−1)

4 .

Then,

P(0,x)

[
∃k ∈ {nε, . . . , n− nε}, |Si+1(k)− Si(k)| ≤ nδ

∣∣∣Hit(n,y), τ > H(n,y)

]
≤ 32

1−ε

n
2∑

k=nε

(
n

k(n−k)

) r2

2
n2δ

∑
u∈Wn,δ

∥u∥r(r−1)−2
2 e−

∥u∥22
2k

︸ ︷︷ ︸
I

.
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We then evaluate the order of the sum I . Indeed, let us write:

I =
∑
ℓ≥0

∑
u∈Wn,δ

∥u∥2=ℓ

ℓr(r−1)−2e−
ℓ2

2k ≲
∑
ℓ≥0

nδℓr−2ℓr(r−1)−2e−
ℓ2

2k ,

where we have used the fact that when ℓ→∞, if Bℓ(0) denotes the ∥·∥2 ball of Rr centered at 0 and of
radius ℓ, then

|Wn,δ ∩ ∂Bℓ(0)| ≲ nδℓr−2. (5.7)

We then compare the latter sum with the integral
∫∞
x=0 x

r2−4e−
x2

2k dx, which after the change of variables
t = x2

2k , can be explicitly evaluated:∫ ∞

x=0
xr

2−4e−
x2

2k dx =
√
2
r2−5

Γ
(
r2−3
2

)
k

r2−3
2 .

Inserting this into our previous computation we find

P(0,x)

[
∃k ∈ {nε, . . . , n− nε}, |Si+1(k)− Si(k)| ≤ nδ

∣∣∣S ∈ Wn,Hit(n,y)

]
≤ C

n/2∑
k=nε

(
n

k(n−k)

) r2

2
n3δk

r2−3
2 ≤ Cn3δ

∞∑
k=nε

k−
3
2 ≤ Cn3δn− ε

2 .

Hence, whenever δ < ε
6 , this probability decays polynomially, as announced.

In the proofs of Sections 3 and 4, we used this lemma under a slightly different form that we state
now.

Lemma 5.12. Let S be a directed system of synchronized random walks and ε > 0. Let xn, yn two
sequences of elements of W such that

min{Gap(xn),Gap(yn)} ≥ nε and ∥xn∥2 , ∥yn∥2 = o(
√
n).

Then, for any δ > 0 sufficiently small, there exist β > 0 and C > 0 such that for n ≥ 0 large enough,

P(0,xn)

[
inf

0≤t≤n
Gap(S(t)) ≤ nδ

∣∣∣ S ∈ Wn,Hit(n,yn)

]
≤ Cn−β.

Proof. All the work has been done in Lemma 5.11. Indeed, we already know that

P(0,xn)

[
inf

nε≤t≤n−nε
Gap(S(t)) ≤ nδ

∣∣∣ S ∈ Wn,Hit(n,yn)

]
≤ Cn−β.

It remains to control the range of indexes k ∈ {1, . . . , nε} ∪ {n − nε, . . . , n} (observe that we cannot
make use of the local limit theorems in this range). However it is a basic large deviations estimate: let us
write it for k ∈ {0, . . . , nε}. We roughly bound

P(0,xn)

[
inf

0≤k≤nε
Gap(S(k)) ≤ nδ

∣∣∣ S ∈ Wn,Hit(n,yn)

]
≤

P(0,xn)
[
inf0≤k≤nε Gap(S(k)) ≤ nδ

]
P(0,xn)

[
S ∈ Wn,Hit(n,yn)

] . (5.8)

Now observe that for the event of the numerator to occur, one of the walks has to travel at a distance
at least 1

2 (nε − nδ) of its starting point in a time nε, which by large deviations occurs with stretched
exponentially small probability as soon as δ < ε. Additionally, by Theorem 5.5, the denominator is of
order at most polynomial. Thus

P(0,xn)

[
inf

0≤k≤nε
Gap(S(k)) ≤ nδ

∣∣∣ S ∈ Wn,Hit(n,yn)

]
≤ Ce−cnε

,

for constants c, C > 0. The same holds for k ∈ {n − nε, . . . , n}, and the union bound provides the
desired result.
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5.2 Synchronized systems of random walks with random decorations
To prove Theorem 5.3, we are going to compare a system of decorated non-intersecting random bridges
with a system of decorated non-intersecting synchronized random bridges. This motivates us to study
the properties of such a system. Recall the definition of D(Si) form the precedent section. When S is a
synchronized system of directed walks, we simply set

Dδ
i,k = Dδ

(Tk,S
i
k),(Tk+1,S

i
k+1)

.

and
D(Si) =

⋃
k≥0

Dδ
i,k.

The crucial result of this section is the following lemma - adapted from [OV19, Lemma 2.7]
Lemma 5.13. Let δ > 0, and x, y ∈W . Then, there exists c > 0 such that:

P(0,x)
[
S ∈ Hit(n,y),NonIntDiam(S)

]
> cP(0,x)

[
S ∈ Wn,Hit(n,y)

]
.

Proof. We need to prove that there exists some c < 1 such that

P(0,x)
[
∃1 ≤ i < j ≤ r,D(Si) ∩ D(Sj) ̸= ∅|S ∈ Wn,Hit(n,y)

]
≤ c.

By the union bound, the latter probability is lesser or equal than∑
1≤i≤r−1

P(0,x)
[
D(Si) ∩ D(Si+1) ̸= ∅|S ∈ Wn,Hit(n,y)

]
,

and we now focus on the terms of this sum. Introduce the following family of events (recall that
θk = Tk+1 − Tk) :

Lk =
{∣∣Si+1

k − Si
k

∣∣ < 2δθk+1

}
.

Observe that due to the cone-confinement property, if
{
D(Si+1) ∩ D(Si) ̸= ∅

}
, then one of the Lk must

occur. Now we call N the total number of steps. There exists a constant µ := E[θ1]−1 such that
N ∈ [(µ− ε)n, (µ+ ε)n] with exponentially large probability in n. For sake of simplicity, we continue
the computation assuming that N = µn. Formally one should sum over all the possible values of N in
the latter range, but it makes no difference in the proof. We even only treat the special case µ = 1, as a
general µ would only modify the constants inside our estimates but not the dependency in n. Let T > 0
be a large integer, that will be fixed later. We first argue that there exists a constant c1 > 0 which only
depends on δ such that

P(0,x)

[
n⋃

k=1

Lk|S ∈ Wn,Hit(n,y)

]
≤ e+c1TP(0,x)

[
n−T⋃
k=T

Lk|S ∈ Wn,Hit(n,y)

]
.

This is a finite-energy property, the fact that c1 is uniform over T comes from the cone-confinement
property. Then by union bound, let us write:

P(0,x)

[
n−T⋃
k=T

Lk|S ∈ Wn,Hit(n,y)

]

≤
n−T∑
k=T

P(0,x)
[
Lk|S ∈ Wn,Hit(n,y)

]
≤

n−T∑
k=T

n−k∑
ℓ=1

P(0,x)
[
Lk, θk+1 = ℓ|S ∈ Wn,Hit(n,y)

]
≤

n−T∑
k=T

n−k∑
ℓ=1

P(0,x)
[∣∣Si+1

k − Si
k

∣∣ < 2δℓ, θk+1 = ℓ|S ∈ Wn,Hit(n,y)
]

≤
n−T∑
k=T

n−k∑
ℓ=1

∑
u∈Wδℓ

∑
v∈W

e−c1ℓe−c2∥u−v∥2 qk(x, u)qn−l−k(v, y)
qn(x, y)

,
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where as in the proof of Lemma 5.12, we have introduced the kernel

qn(x, y) = P(0,x)
[
S ∈ Wn,Hit(n,y)

]
,

and the notation
Wδℓ = {u ∈W, |ui+1 − ui| < δℓ} .

Moreover, we also used the property that both the random variables θk and X̌k have an exponential
moment. We now use the same technique as in Lemma 5.11 and choose T > 0 large enough (uniformly
of everything else) to upper bound the latter quantity, using Theorems 5.5 and 5.6:

P(0,x)

[
n−T⋃
k=T

Lk|S ∈ Wn,Hit(n,y)

]

≤ 2C

1− ε

n/2∑
k=T

(
n

k(n− k)

) r2

2
n−k∑
ℓ=1

e−c1ℓ(δℓ)2
∑

u∈Wδℓ

∥u∥r(r−1)−2
2 e−

∥u∥22
2k

︸ ︷︷ ︸
I

.

As in the proof of Lemma 5.11, we now estimate the sum I . Here, we will use crucially the fact that we
sum over Wδℓ and not over W . We write

I =
∑
s≥0

∑
u∈Wδℓ
∥u∥2=s

sr(r−1)−2e−
r2

2k

≤ Cδℓ
∑
s≥0

sr−2sr(r−1)−2e−
r2

2k .

We used once again the estimation (5.7) for the volume of the set we are summing over. As before,
we compare this sum to the integral I2 =

∫∞
x=0 x

r2−4e−
x2

2k dx, which, after the appropriate change of
variables t = x2

2k , can be explicitly computed, yielding

I2 =
√
2
r2−5

Γ(
r2 − 3

2
)k

r2−3
2 .

Continuing our previous computation, we obtain that:

P(0,x)

[ n−T⋃
k=T

Lk|S ∈ Wn,Hit(n,y)

]

≤ 2C̃

1− ε

n/2∑
k=T

(
n

k(n− k)

) r2

2

k
r2−3

2

n−k∑
ℓ=1

e−c1ℓ(δℓ)3

≤ 2C̃

1− ε

n/2∑
k=T

k−
r2

2
+ r2

2
− 3

2

≤ 2C̃

1− ε
T− 1

2 .

Chose T > 0 large enough so that quantity is smaller than 1
2 . We then showed that:

P

[
n⋂

k=1

Lck|S ∈ Wn,Hit(n,y)

]
≥ 1

2
e−c1T ,

which conclude the proof, since T > 0 has been chosen uniformly of n.
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5.3 Non-intersecting systems of decorated directed random walks
The goal of this section is to transmit the result of Section 5.1 to the setting of non-synchronized random
walks. For that, we will interpret such a system as an embedded synchronized random walk carrying
random decorations, and use the results of the precedent section.

Before diving into the proof, we introduce the ”embedded system of synchronized random walks” of
a system of random walks.

Definition 5.14 (Embedded system of synchronized random walks). Let (Sn) = (Tn,Zn) be a system of
non-synchronized directed random walks. Introduce the random set of synchronization times:

ST =
{
ℓ ≥ 0,∃k1(ℓ), . . . , kp(ℓ) ≥ 0,T1

k1 = · · · = Tr
kp = ℓ

}
.

Writing ST = {ℓ1 < · · · < ℓr < . . . }, we define the ”embedded system of synchronized random walks”
to be the process: (

Šn

)
n≥0

=
(
ℓn,Z1

k1(ℓn), . . . ,Zr
kp(ℓn)

)
n≥0

.

Observe that in particular the trajectory of Š is a subset of the trajectory of S, and that by definition the
system Š is synchronized.

Lemma 5.15. The process Š is a synchronized system of random walks (recall Definition 5.4). Moreover,
for any i ∈ {1, . . . , r}, D(Si) ⊂ D(Ši).

Proof. All the statements are easy to check, the exponential tails of the length being a consequence of
the Renewal Theorem of [EFP49].

Lemma 5.16. There exists a positive c > 0 such that for any fixed x, y ∈W ,

P(0,x)
[
NonIntDiam(S),Hit(n,y)

]
> c

V (x)V (y)

n
r2

2

.

Proof. Observe that

P(0,x)
[
NonIntDiam(S),Hit(n,y)

]
≥ P(0,x)

[
NonIntDiam(Š),Hit(n,y)

]
,

so that we focus on lower bounding the right-hand side. We are in the setting of Lemma 5.13, allowing
us to write:

P(0,x)
[
NonIntDiam(Š),Hit(n,y)

]
≥ cP(0,x)

[
Š ∈ Wn,Hit(n,y)

]
≥ cV (x)V (y)n− r2

2 ,

where the first inequality comes from Lemma 5.13 and the second one comes from the fact that Š has the
distribution of a synchronized system of random walks, so that Theorem 5.5 applies.

Remark 5.17. The exact same technique of proof can be used to show an analog of Lemma 5.12 for
non-synchronized random walks. Indeed the probability of two non-synchronized random walks coming
close one from each other can be upper bounded by the probability of two decorated synchronized random
walks coming close one from each other. Making use of Lemmas 5.12 and 5.16 we obtain:

Lemma 5.18. Let S be a system of non-synchronized random walks. Let x, y two sequences of elements
of W such that

Gap(x),Gap(y) ≥ nε

and
∥x∥2 , ∥y∥2 = o(

√
n).

Then for any δ > 0 sufficiently small,, there exists β > 0, C > 0 such that for n ≥ 0 large enough,

P(0,x)

[
inf

1≤k≤n
Gap(Sk) ≤ nδ

∣∣ S ∈ Hit(n,y),NonIntDiam(S)
]
≤ Cn−β.
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The next step in our way to the proof of Theorem 5.3 is then to show a fast repulsion estimate
near the starting and ending points stated in Lemma 5.8 in the setting of non-synchronized systems of
non-intersecting bridges. Let ε > 0. As in Sections 3 and 4 we introduce the following times:

T1(S) = min
k≥0
{k ≥ 0,Gap(Sk) > nε}

and
T2(S) = max

k≥0
{k ≥ 0,Gap(Sk) > nε} .

Lemma 5.19. There exists ε > 0 sufficiently small such that there exists a positive constant c > 0 such
that:

P(0,x)
[
T1(S) > n1−ε, T2(S) < n− n1−ε|S ∈ Hit(n,y),NonIntDiam(S)

]
<

1

c
exp (−cnε) ,

where P(0,x) is the distribution of a non-synchronized system of directed random walks.

Proof. Recall that Š denotes the synchronized system of random walks embedded in S. Then,

P(0,x)
[
T1(S) > n1−ε,T2(S) < n− n1−ε|S ∈ Hit(n,y),NonIntDiam(S)

]
≤ P(0,x)

[
T1(Š) > n1−ε, T2(Š) < n− n1−ε|S ∈ Hit(n,y),NonIntDiam(S)

]
≤ 2

P(0,x)
[
T1(Š) > n1−ε

]
P(0,x)

[
S ∈ Hit(n,y),NonIntDiam(S)

]
≤ 2

c
exp(−cnε)n

r2

2 (V (x)V (y))−1,

which proves the lemma for another constant c′ < c provided that n is large enough. The last inequality
comes from Lemma 5.8 for upper bounding the numerator, and from Lemma 5.16 for lower bounding the
denominator.

We are now ready to prove Theorem 5.3. The technique is very similar to the proof of Theorem 1.11.
Indeed, we shall wait for a sublinear time that the walks attain a gap of order nε. After this time, we
know that - looking at the process as a system of synchronized decorated random walks - the diamonds
are very likely not to intersect so that the convergence of the synchronized embedded system towards the
Brownian watermelon can be transmitted to the whole system.

Proof of Theorem 5.3. Let S be sampled according to the measure

P(0,x)
[
.
∣∣S ∈ NonIntDiam(S),Hit(n,y)

]
.

Again, since we are going to work between the random times T1 and T2, we need to implement the
strategy given by Lemma 3.10. Let δ > 0 and f δ : C([δ, 1 − δ],Rr) → R, continuous and bounded.
Introduce Sn(t) the scaled version of S:

Sn(t) =
1√
n

S(nt).

Our goal is to show that (we keep implicit the restrictions of Sn and BW(r) to the interval [δ, 1− δ]):

E
[
f δ(Sn)|S ∈ NonIntDiam(S),Hit(n,y)

]
−−−→
n→∞

E
[
f δ(σBW(r))

]
.

We claim that - thanks to Lemma 5.19 and the usual deviation argument for random walks - with
probability 1 + o(1), there exist T1 > 0 and T2 < n two random times such that T1 and T2 are
synchronization times for S, and such that

T1 < 2n1−ε and T2 > n− 2n1−ε, (5.9)
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and {
∥S(T1)∥2 , ∥S(T2)∥2 = o(

√
n),

min{Gap(S(T1)),Gap(S(T2))} > 1
2n

ε.
(5.10)

In the rest of the proof, we then condition on the values of T1, T2,S(T1) and S(T2) satisfying (5.9)
and (5.10). Moreover for sake of simplicity in the proof let us call u = (T1,S(T1)) and v = (T2,S(T2)).
As soon as n is large enough so that nδ > T1 and n(1− δ) < T2, the Markov property for random walks
ensures that:

E
[
f δ(Sn|u, v,S ∈ NonIntDiam(S),Hit(n,y)

]
= Eu

[
f δ(Sn|S ∈ NonIntDiam(S),Hitv

]
,

where Eu denotes the expectation under the measure Pu.
Let us consider Š to be the synchronized system embedded into S, and Š(t) be its linear interpolation.

By standard estimates on the max of a linear number of independent random variables with exponential
tails, one gets:

P(0,x)

[
sup

0≤t≤n

∣∣∣S(t)− Š(t)
∣∣∣ > log2 n|S ∈ NonIntDiam(S),Hit(n,y)

]
≤

P(0,x)
[
sup0≤t≤n

∣∣S(t)− Š(t)
∣∣ > log2 n

]
P(0,x)

[
S ∈ NonIntDiam(S),Hit(n,y)

]
≤ 1

c
exp

(
−c(log2 n)

)
(V (x)V (y))−1n

r2

2 ,

where we used Lemma 5.16 for the last step. We now work under the event that

sup
0≤t≤n

∣∣S(t)− Š(t)
∣∣ > log2 n.

Hence, for our purpose it is sufficient to show that:

Eu

[
f δ(Šn(t))|S ∈ Hitv,NonIntDiam(S)

]
−−−→
n→∞

E
[
f δ(σBW(r))

]
.

The next step is to replace the conditioning over S belonging to the non-intersection of diamonds and
connection event by a conditioning over Š belonging to the non-intersection and connection event. Indeed,
assuming that we managed to show that this change of conditioning was justified, the result would follow
by Theorem 5.7. Our target estimate is then:

Pu

[
{NonIntDiam(S)}∆

{
Š ∈ WT2−T1

}
|Š ∈ WT2−T1 ,Hitv

]
−−−→
n→∞

0.

Observe that because we work under the event {sup0≤t≤n

∣∣S(t)− Š(t)
∣∣ > log2 n}, then

Pu

[
{S ∈ NonIntDiam(S)}∆

{
Š ∈ WT2−T1

}]
≤ Pu

[
inf

t∈[T1,T2]
Gap(Š(t)) < 4 log3 n|Š ∈ W[T1,T2],Hitv

]
. (5.11)

By Lemma 5.12 we know that this probability decays to 0 at least polynomially fast. Thus, we proved
that ∣∣∣Eu

[
f δ(Šn(t))|NonIntDiam(S),Hitv

]
− Eu

[
f δ(Šn(t))|Š ∈ W[T1,T2],Hitv

]∣∣∣ −−−→
n→∞

0. (5.12)

Now because of (5.9) and (5.10), Theorem 5.7 applies and we get that

Eu

[
f δ(Šn(t))|Š ∈ W[T1,T2],Hitv

]
−−−→
n→∞

E
[
f δ(σBW(r))

]
for some σ > 0. This concludes the proof of the theorem: as previously condition (i) of Lemma 3.10 is
a simple consequence of basic large deviations estimates.
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Appendix A Non-confinement in small tubes for a single directed random walk

Lemma A.1 (Non-confinement of single directed random walk). There exists ε0 > 0 such that that the
following holds. Fix ε < ε0. Let (Sn)n≥0 be a directed random walk, and remember that S(t) denotes
its linear interpolation. Let f : R+ → R be any deterministic function. Then, for any α ∈ (0, 1], there
exists c > 0 such that for any x ∈ R,

P(0,x)
[
#
{
k ∈ {0, . . . , n1−ε}, |S(k)− f (k)| < nε

}
> αn1−ε

]
< e−cn1−3ε

. (A.1)

Limiting the times considered in (A.1) to k ≤ n1−ε rather than the more natural choice k ≤ n is done
only for coherence with the uses of this statement in other parts of the paper.

Proof. We cut up the interval {0, . . . , n1−ε} in intervals of alternating lengthsC 1
2αn

2ε andC(1− 1
2α)n2ε

(where C is some fixed constant to be determined). Call these buffer and main intervals. The buffer
intervals occupy a proportion α/2 of the whole walk, so

P(0,x)
[
#
{
k ∈ {0, . . . , n1−ε}, |S(k)− f (k)| < nε

}
> αn1−ε

]
≤ P(0,x)

[
#{k ∈ main intervals , |S(k)− f (k)| < nε} > 1

2αn
1−ε
]
.

Call the indices k considered above “close points”. Call a main interval bad if it has a proportion of close
points larger than α/4. Then, for the above to be realized, one needs a proportion of at least α/4 bad
main intervals (the good main intervals account for at most 1

4αn
1−ε close points).

Condition now on the trajectory in each of main interval. The only randomness comes from the starting
positions of these main intervals, which are dictated by the buffer intervals.

One can then check that due to the pigeonhole principle, for each main interval, there are at most
4
α × nε starting positions that render them bad. Thus, just because of the buffer interval preceding each
main interval, due to the Central limit Theorem, the probability of a main interval to be bad may be
rendered small (smaller than any given constant, by choosing C large enough). Thus choose C so that

P[ one main interval is bad | all the RW except the preceding buffer interval] ≤ α/8.

In total we have have 1
Cn

1−3ε pairs of buffer and main intervals. Each main interval has a probability at
least 1− α/8 to be good, independently of all other. Thus, the probability of having a proportion α/4 of
bad intervals is a large deviation estimate, and thus has a probability of order e−cn1−3ε for some constant
c that depends on C (itself depending on α).

Appendix B A brief sketch of proof of Theorems 5.5, 5.6 and 5.7

As explained previously, Theorems 5.5, 5.6 and 5.7 have already been proved in the case of regular
random walks in [DW10, DW15, DW20], under a weaker moment assumption and the assumption that
the coordinates of the walk are exchangeable — which suits to our setting. It has already been explained
in [IOVW20] how to transfer Local limit Theorems proved for regular random walks to the case of
directed random walks, and the same method applies mutatis mutandi to our setting. Indeed, the proof
consists in conditioning on the number of steps of the walk called N , an considering three different cases.
Indeed, large deviation estimates allow to rule out the case N /∈ [(µ±ε)n], with µ := E[θ1]−1. Then, the
contribution of the indexes N ∈ [(µ− ε)n, µn−A

√
n]∪ [µn+A

√
n, (µ+ ε)n] is shown to be of order

f (A)n− r2

2 V (x)V (y), with f (A) → 0 when A → ∞. As explained in [IOVW20], the important idea is
to perform an exponential tilt of the random walk by the length of its time increments, and to analyze this
new measure by standard random walks estimates. The proof finally reduces to the case where N lies in
the interval [µn±A

√
n], where A is a large constant. The proofs of [DW15] can then be mimicked. The

discussion of [IOVW20, Proof of Thm 5.1] — in particular the observation that the harmonic function
V does not depend on the time reference — shows that the result is uniform in starting points satisfying
∥x∥, ∥y∥ = o(

√
n). It then may be considered as folklore that Theorems 5.5, 5.6 and 5.7 do hold in the

case of synchronized directed random walks.
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