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bstract

We investigated the interactions between visual, tactile and auditory sensory signals for the perception of sequences of events. Sequences of
ashes, taps and beeps were presented simultaneously. For each session, subjects were instructed to count the number of events presented in one
odality (Target) and to ignore the stimuli presented in the other modalities (Background). The number of events presented in the background

equence could differ from the number of events in the target sequence. For each session, we quantified the Background-evoked bias by comparing
ubjects’ responses with and without Background (Target presented alone). Nine combinations between vision, touch and audition were tested.

In each session but two, the Background significantly biased the Target. Vision was the most susceptible to Background-evoked bias and the
east efficient in biasing the other two modalities. By contrast, audition was the least susceptible to Background-evoked bias and the most efficient
n biasing the other two modalities. These differences were strongly correlated to the relative reliability of each modality. In line with this, the
voked biases were larger when the Background consisted of two instead of only one modality.
These results show that for the perception of sequences of events: (1) vision, touch and audition are automatically integrated; (2) the respective
ontributions of the three modalities to the integrated percept differ; (3) the relative contribution of each modality depends on its relative reliability
1/variability); (4) task-irrelevant stimuli have more weight when presented in two rather than only one modality.

2008 Elsevier Inc. All rights reserved.
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. Introduction

By investigating the relationships between stimuli properties
nd what observers perceive, fundamental research on human
erception contributes to better understanding how the brain
orks. But this line of research has also an important role to
lay in more applied domains like robotics or virtual reality. For
nstance, a good knowledge of the stimulus–perception relation-
hip can allow for bypassing some technical limitations when
eveloping virtual environments. Video monitors constitute a
ood illustration of this point. They cannot display real move-
ents of objects but are nonetheless able to create an illusion of
ovement by successively displaying single pictures faster than

uman visual perception can resolve them.

Because human perception is multimodal, the investigation

f the mechanisms underlying multimodal integration is of
articular interest. Providing users with multimodal virtual envi-
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onments enhances the immersive nature of the virtual world.
his point has been exploited by the video games industry,
hich provides the gamers with an ever-richer stimulation of

heir senses (e.g., stereo vision and audition, force feedback,
se of motion capture). A good understanding of the principles
nderlying multimodal integration is also critical in robotics.
or instance, if one wants to build a robot with multiple sensors,

t is essential to understand how to combine the information
rovided by the different sensors in the most efficient way.

When similar stimuli are presented simultaneously in
wo modalities, the central nervous system tends to inte-
rate these stimuli [12,17]. Multimodal integration seems
o be an automatic process because it takes place even if
ne modality is task-irrelevant, that is, despite the explicit
nstruction to focus on one modality and to ignore the other
4,6,7,9,18,24,26,29,31,32,36,42,47]. For instance, if a tone
urst and a visual flash are simultaneously presented at different

ocations, the perceived location of the auditory stimulus is
enerally shifted towards the actual position of the visual
timulus [4,6]. The central nervous system co-registers the
wo stimuli as emanating from the same physical event,

mailto:marc.ernst@tuebingen.mpg.de
dx.doi.org/10.1016/j.brainresbull.2008.01.009
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hich in our example implies spatial correspondence between
he two modalities. Often, such biases were observed only
ne-way [4,25,32,39,43]. For example, visual flashes bias
he perceived position of tones, but tones barely induce any
ias in the perceived location of flashes when the subjects
re instructed to focus on the visual stimuli [4]. This suggests
hat when two modalities are automatically integrated, their
elative contribution to perform the task is not the same. Which
odality dominates seems to depend on the nature of the task.
or spatial tasks, vision usually dominates both audition and

ouch [4,6,10,11,19,40,44,46], whereas the auditory modality
as often been reported to dominate in the temporal domain
18,21,36,41,43,48,50].

In the present experiment, we investigated the interac-
ions between vision, touch and audition for the perception of
equences of events. Our task was neither spatial nor tempo-
al, but consisted in counting the number of events presented
n a sequence. We tested whether vision, touch and audition
re automatically combined. In each session, the subjects were
nstructed to focus on one modality (Target) and to ignore the
ther modalities (Background). For each modality, we assessed
he extent to which it is biased by the other two modalities, and
eciprocally, how much it biases them. We also tested whether
he three modalities had the same contribution and whether a
ackground consisting of two modalities instead of only one
ould evoke larger biases. Finally, we tested whether the relative
ontribution of each modality depended on its relative variabil-
ty. Current state-of-the-art models of multimodal integration
ropose that the signals provided by the different sensory chan-
els are integrated in a statistically optimal fashion, and that

i
o
j

ig. 1. Experimental set-up. The visual scene was rendered on a monitor (A) and the
actile taps were delivered on the right index fingertip via a metallic pin fixed at the ex
resented via earphones (E). The subjects gave their responses using a keypad (F).
h Bulletin 75 (2008) 753–760

he relative weight of each channel is inversely proportional to
ts relative variability [17]. The underlying idea is that the cen-
ral nervous system takes into account the relative uncertainty
f the information provided by the different sensory channels
o come up with a percept that is statistically nearly optimal.
ome authors proposed a plausible neural implementation of

hese models [13,35], notably suggesting that the distribution of
euron populations could use the firing rate variability of indi-
idual neurons to code information uncertainty in a statistically
ptimal way [35]. Some recent behavioral experiments suggest
hat weighted integration might be a generic principle applying
ot only to the integration of redundant sensory signals but also
o the integration of task-relevant and task-irrelevant sensory
hannels [1,2,7,8]. We found that this is true for the percep-
ion of sequences of visual and tactile events [7] as well as for
he perception of tactile and auditory events [8]. If the relative
ariability of a modality determines its relative contribution, we
xpected the least variable modality to be the least susceptible
o bias and the most efficient in biasing the other modalities. By
ontrast, we expected the most variable modality to be the most
usceptible to bias and the least efficient in biasing the other
odalities.

. Materials and methods

.1. Subjects
Eighteen right-handed subjects (aged 20–42 years, mean = 26) participated
n the experiment. None of these subjects had a history of overt sensorimotor
r auditory disorder, and all had normal or corrected-to-normal vision. All sub-
ects gave their informed consent before taking part in the experiment, which

subject could see its reflection on a mirror (B) through stereo goggles (C). The
tremity of a PHANToM force-feedback device (D). The auditory stimuli were
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Table 1
The nine sessions, corresponding to nine different combinations between the
three modalities

Target Background
Vision Touch
Vision Audition
Vision Audition + touch
Touch Vision
Touch Audition
Touch Audition + vision
Audition Vision
A
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Fig. 2. Temporal profiles of the stimuli. The delay before the onset of the tar-
get sequence was systematically adjusted so that the middle of the target and
background sequences coincided with respect to time. The example given here
corresponds to a session in which the background consisted of two modalities
a
e

T
s
d

e
d
p
s

2

t
r
a
(
e

3

3

s
f
r
a
T
e
t
a
l
A

udition Touch
udition Vision + touch

as performed in accordance with the ethical standards laid down in the 1964
eclaration of Helsinki.

.2. Experimental set-up

The experimental set-up is presented in Fig. 1. The subjects were seated.
heir head rested on a chin and forehead rest, whereas their right forearm and
and rested palm up at belly level on a table (72 cm high) located in front of
hem. A PHANToM (SensAble Technologies) force-feedback device fixed to the
able was used to generate the tactile stimuli (taps of 1 N indenting subjects’ skin
y approximately 2 mm) via a metallic pin of 3 mm in diameter. The subjects
ould not see their hand or the force-feedback device. The visual scene was
resented on a CRT monitor mounted up side down, and the subjects viewed its
eflection in an opaque mirror (see Ref. [16] for a description of the apparatus).
he visual scene consisted of a red central fixation cross (1◦ of visual angle)
isplayed for the whole duration of each session, and a white circle (1◦ in
iameter) flashed 8.5◦ to the right of the central fixation cross during the trials.
he visual and tactile stimuli were spatially aligned, the visual flashes being
isplayed at the location of the index fingertip. For the whole duration of the
xperiment, subjects wore earphones emitting a white-noise (71 dB) to mask
ny external auditory disturbance. The earphones were also used to present the
uditory stimuli (beeps, 790 Hz, 74 dB). The subjects launched the trials and
ave their responses with their left hand using a keypad fixed to the left of
he mirror.

.3. Procedure

The experiment was composed of nine sessions in which sequences of events
ere simultaneously presented in two or three of the following modalities: touch

taps), vision (flashes) and audition (beeps). For each session, the subjects were
nstructed to count the number of events in one modality (Target) and ignore
vents from the other modality(ies) (Background). Nine combinations between
he three modalities were tested, i.e., each modality was the Target for three
essions, with either one, or both other two modalities as Background (see
able 1).

For each trial, a sequence of two to four events was presented in the tar-
et modality. The number of events simultaneously presented in the background
odality(ies) could be: zero (Target presented alone), one less (# Background = #
arget − 1), the same number (# Background = # Target) or one more (# Back-
round = # Target + 1), for a total of 12 experimental conditions per session.
hen the Background consisted of two modalities, the number of events in the

wo background sequences was always the same. The responses were given after
ach trial. The subjects reported how many events they perceived in the target
odality, being free to enter any number as a response. Subjects performed ten

rials per experimental condition, for a total of 120 trials per session. For each
ession, all 12 experimental conditions were intermixed and the trials presented

n a random order.

The duration of each tap, flash or beep was 50 ms, and the delay between
he onsets of two successive events in the sequences was 100 ms (see Fig. 2).
he delay before the onset of the target sequence was systematically adjusted
o that the middle of the target and background sequences coincided in time.

d
a
t
(

nd a trial in which two events were presented in the target sequence and one
vent more in the background sequences.

his adjustment allowed a maximal overlap between the target and background
equences for trials in which the amount of events in the respective sequences
iffered (i.e., one event less and one event more).

All subjects participated in the nine sessions, but in a different order for
ach subject (a balanced Latin square was used for the design, see Ref. [49] for
etails). The total experiment lasted between 120 and 150 min (about 15 min
er session), which included short self-timed breaks between two successive
essions and a longer break (about 10 min) after the fifth session.

.4. Data analysis

For testing whether the means obtained in the different experimental condi-
ions significantly differed from one another, all statistical tests were made using
epeated-measures analyses of variance (ANOVAs). When a significant effect of
main factor was observed, post hoc comparisons using Newman–Keuls tests

p < 0.05) were performed to determine which levels significantly differed from
ach other.

. Results

.1. Background-evoked bias for each session

For each session, we tested whether the Background biased
ubjects’ perception. We computed Background-evoked errors
or each subject. This was done by subtracting the mean of the
esponses obtained in the trials in which the Target was presented
lone from the mean of the responses for the trials in which both
arget and Background were simultaneously presented. These
rrors were averaged across the three Target conditions (i.e.,
wo, three and four events presented in the target sequence) and
regression line fitted to the means. The slope of the regression

ine quantifies the bias induced by the Background (see Fig. 3).
slope of zero would indicate that the percept is completely
etermined by the Target and that the Background does not play
ny role (i.e., no bias), whereas a slope of one would indicate
hat the percept is completely determined by the Background
i.e., bias of 100%).
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Fig. 3. For each session, Background-evoked errors with respect to the base-
line percept (i.e., Target presented alone) were computed. Those were averaged
across the different sequences (2, 3 and 4 events in the target sequence). The
three dots represent these averaged errors for a session. For each session, a
regression line was fitted to the three error values (continuous line). The slope
of the regression line represents the Background-evoked bias. A slope of zero
would correspond to a Background-evoked bias of zero percent, i.e., the per-
cept depends completely on the Target. A slope of one would correspond to
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Fig. 4. Slopes of the regression lines representing the average Background-
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in terms of susceptibility to bias [F(2, 34) = 109.42, p < 0.05].
Vision (mean slope = 0.55) was significantly more susceptible
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Background-evoked bias of hundred percents, i.e., the percept is completely
ndependent of the Target and completely determined by the Background.

Fig. 4 shows the overall slope (i.e., averaged across sub-
ects) for each of the nine sessions. The slopes are always bigger
han zero, which indicates that the Background always biased
ubjects’ responses. For each session, we tested whether this
ackground-evoked bias was significant. For each session, the

ndividual response averages were entered in a 3 × 4 [number of
vents in the target sequence (2, 3, 4) × background condition
Target alone, one event less, same number of events, one event
ore)] ANOVA.

For all sessions, the perceived number of events depended

n the actual number of delivered events in the target modality.
wo, three and four events were always clearly discriminated (p

t
n
=

able 2
etailed F and p values of the 4 × 3 [background condition (Target alone, one event

equence (2, 3, 4)] ANOVA testing the effect of the Background and the Target, respe

Target Vision Vision Vision Touc
Background T A A + T V

ackground F(3, 51) 43.6 100.3 78.2 2.2
p 0.000 0.000 0.000 0.0

arget F(2, 34) 271.1 255.9 381 270.6
p 0.000 0.000 0.000 0.0

he table presents these values for each of the nine sessions.
he letters V, T and A correspond to vision, touch and audition, respectively.
voked bias on subjects’ perception for each of the nine sessions. The letters
, T and A in legend of the X-axis correspond to vision, touch and audition,

espectively. They indicate which modality(ies) did the Background consist of.

lways < 0.001). For all sessions but two, the perceived number
f events also depended on the number of events presented in the
ackground sequence(s) (see Table 2 for F and p values). The
nly two exceptions are the sessions in which the Background
onsisted of vision alone, that is, first when the Target was touch
nd the Background vision, and second when the Target was
udition and the Background vision. Table 3 presents the detailed
esults of the post hoc tests.

.2. Susceptibility to bias of each modality

Fig. 4 shows that the Background-evoked biases differed
rom one session to the other. To test whether these differ-
nces were significant, we compared the susceptibility to bias
f the three modalities. The individual slopes were entered in
3 × 3 [Target (Audition, Touch, Vision) × Background (first

ackground modality, second background modality, combina-
ion of both background modalities)] ANOVA and we focused
n the ‘Target’ factor.

The three modalities significantly differed from one another
o bias than touch (mean slope = 0.27), and both were sig-
ificantly more susceptible to bias than audition (mean slope
0.07).

less, same number of events, one event more) × number of events in the target
ctively, on the perceived number of events

h Touch Touch Audition Audition Audition
A A + TV V T V + T

43.4 44.8 3 3.9 5.9
95 0.000 0.000 0.052 0.013 0.002

211.3 254.4 1583 469.2 760.9
00 0.000 0.000 0.000 0.000 0.000
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Table 3
Results of the post hoc comparisons between the different background conditions (i.e., Target alone, one event less, same number of events, one event more) for each
of the nine sessions

Target Vision Vision Vision Touch Touch Touch Audition Audition Audition
Background T A A + T V A A + TV V T V + T

Background conditions 0 ↔ −1 0.012329 0.000122 0.000290 0.546085 0.001062 0.000596 0.650912 0.708091 0.678074
0 ↔ Same 0.330397 0.785523 0.518326 0.900519 0.952708 0.841926 0.841926 0.405743 0.90051
0 ↔ +1 0.000863 0.000135 0.000162 0.700885 0.009721 0.014350 0.490695 0.341811 0.180408
−1 ↔ Same 0.002264 0.000131 0.000178 0.357204 0.000510 0.000845 0.693388 0.449780 0.374507
−1 ↔ +1 0.000164 0.000164 0.000164 0.479925 0.000164 0.000164 0.387053 0.289979 0.132684
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To assess whether reliability can be used to predict the biases
to be expected, we tested the strength of the correlation between
the relative weight of the Background and the amplitude of the
evoked bias. We computed the relative weight of each modality,
Same ↔ +1 0.005045 0.000126 0.000

he comparisons were performed using Newman–Keuls tests (p < .05).
he letters V, T and A correspond to vision, touch and audition, respectively.

.3. Amplitude of the Background-evoked bias

For each modality as Target, we performed a three
Background (first background modality, second background
odality, combination of both background modalities)] ANOVA

o assess possible differences in the Background-evoked bias.
When the Target was vision, the Background-evoked bias

as significantly stronger when the Background consisted of
udition alone (slope = 0.56) and of the combination of touch
nd audition (slope = 0.63) than when it consisted of touch
lone (slope = 0.46). When the Background consisted of touch
nd audition combined, the biasing effect was not significantly
tronger than when it consisted of audition alone.

When the Target was touch, the Background-evoked bias was
ignificantly stronger when the Background consisted of vision
nd audition combined (slope = 0.43) than when it consisted of
ision alone (slope = 0.05) or audition alone (slope = 0.32). Also,
he audition-evoked bias was significantly larger than the one
voked by vision.

When the Target was audition, the Background-evoked effect
as stronger when the Background consisted of vision and touch

ombined (slope = 0.11) than when it consisted of vision alone
slope = 0.03). However, the effect induced by the combination
f vision and touch was not significantly different from the one
nduced by touch alone (slope = 0.07).

.4. Variability differences between the three modalities

We tested whether the three modalities were equally reliable
reliability = 1/variance) to perform the task. For each session
nd for each subject, we computed the standard deviation of
esponses for the trials in which only the target sequence was
resented. For each subject, we averaged these standard devia-
ions across the three sessions in which the Target was the same

odality (after verifying in each case that the three sessions did
ot significantly differ from one another). This provided us with
he average variability of each modality for each subject. The
veraged standard deviations were entered in a 3 × 3 [modal-
ty (touch, vision, audition) × number of events in the target

equence (2, 3, 4)] ANOVA.

As shown in Fig. 5, responses variability depended on
he target modality [F(2, 34) = 48.907, p < .05]. The subjects
ere significantly more variable in counting the visual flashes

F
w

0.865817 0.022093 0.009103 0.437516 0.568164 0.390825

mean standard deviation = 0.58) than in counting the tactile
aps (mean standard deviation = 0.45), and in both cases sig-
ificantly more variable than in counting auditory beeps (mean
tandard deviation = 0.25). Responses variability also depended
n the number of events presented [F(2, 34) = 10.066, p < 0.05].
ubjects’ responses were significantly more variable when four
vents were presented than when only two events were pre-
ented. There was no interaction between the modality and the
umber of presented events.

.5. Correlation between the relative weight of the
ackground and the evoked bias

Statistical model of multimodal integration state that the rela-
ive weight of each sensory channel is proportional to its relative
eliability − reliability = 1/variance (ri = 1/σ2

i ). Under the con-
traint that the weights sum to 1 and that the noise of the signals
s Gaussian distributed and independent, these weights can be
xpressed as:

i = ri
∑

jrj
(1)
ig. 5. Average standard deviations of the subjects’ responses when the Target
as presented alone (no Background).
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Fig. 6. Slopes representing the amplitude of the Background-evoked bias as a
function of the relative weight of the Background for each of the nine sessions.
The continuous line is the regression line (y = 0.7811x + 0.1384, R2 = 0.8723)
fitted to the nine data points. The dashed line (y = x) represents the regression line
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hat would be obtained if the amplitude of the bias was completely determined
y the relative weight of the Background.

s shown in Eq. (1), using the variance of the responses for
he trials in which the Target was presented alone. In Fig. 6,
he slopes representing the Background-evoked bias are plotted
gainst the relative weight of the Background for each session.
s shown by the regression line fitted to the values, the amplitude
f the bias was strongly determined by the relative weight of the
ackground (slope of 0.78, R = 0.93).

. Discussion

Vision, touch and audition were automatically integrated for
he perception of sequences of events. Though the subjects were
nstructed to focus on one of the modalities (Target) and to
gnore the other ones (Background), for all sessions but two,
he perceived number of events was significantly biased by the
ackground. The visual modality was the most susceptible to
ackground-evoked bias (i.e., the most prone to be biased by

he other modalities) and the least efficient in biasing the other
wo modalities. By contrast, the auditory modality was the least
usceptible to Background-evoked bias and the most efficient
n biasing the other two modalities. These results highlight a
hierarchy’ between the three modalities in terms of relative
ontribution. Interestingly, the rank of each modality in this
hierarchy’ was determined by its relative variance. The modal-
ty having the highest contribution was the least variable one (i.e.,
udition) whereas the modality having the lowest contribution

as the most variable one (i.e., vision). Also, the amplitude of

he Background-evoked bias was strongly correlated to the rel-
tive weight of the Background. Finally, when the Background
onsisted of two modalities, it induced a larger bias than when

l
t
t
h

h Bulletin 75 (2008) 753–760

t consisted of either of the same two modalities individually.
aken together, these results suggest that the relative reliabil-

ty of the sensory channels is one main factor determining their
elative contribution to the integrated percept.

.1. Automatic integration

When similar stimuli are presented in two sensory modali-
ies simultaneously, these stimuli are merged to give rise to an
ntegrated percept (see Refs. [12,17] for reviews). Multimodal
ntegration seems to be automatic since it occurs even when the
ubjects are instructed to focus on one of the modalities and to
gnore the other one [4,6,7,9,18,24,26,29,31,32,36,42,47]. One
f the most famous examples of automatic integration is the
entriloquist effect [4,6]. When a tone burst and a visual flash
re simultaneously presented at different locations, the perceived
ocation of the auditory stimulus is generally shifted towards the
ctual position of the visual stimulus. In the present experiment,
e showed for the first time an automatic integration between

hree modalities, namely vision, touch and audition. Our results
how that these three modalities bias one another for the per-
eption of sequences of events. This provides further evidence
hat the central nervous system tends to automatically integrate

ultimodal stimuli when these stimuli are likely to be gener-
ted by the same physical event. For perception, multimodal
ntegration presents two advantages: it reduces the variance of
he estimates [1,7,16,22] and it enhances stimulus detection
5,14,23,27,37,38]. Automatically integrating similar sensory
ignals has therefore a functional relevance since it allows the
entral nervous system to take advantage of information redun-
ancy. At the neural level, multimodal integration probably
elies on the existence of multimodal neurons whose firing fre-
uency is more likely to increase when multiple rather than
ingle sensory inputs are available [45]. In line with this, some
ortical regions display a greater neural activation in response
o multisensory stimulation than during unisensory stimulation
20,28,30,34].

.2. Task-dependant hierarchy between the sensory
odalities

Vision was the least efficient modality in biasing the other
wo modalities. A trend towards bias was always observed but
t failed to reach significance. A direct comparison between the
hree modalities in terms of susceptibility to bias showed that
ision was significantly more prone to bias than touch and audi-
ion. Therefore, for the perception of sequences of events, vision
eems to be dominated by both touch and audition. This con-
rasts with the relative dominance of vision in ‘spatial tasks’ like
ocalization [4,6,46], size estimation [19,40] or orientation esti-

ation [10,11,44]. In our experiment, audition turned out to be
he dominant modality. Audition was significantly less suscepti-
le to bias than both touch and vision, and it induced significantly

arger biases. Several studies report an auditory dominance for
emporal estimates [18,21,36,41,43,48,50]. Our results show
hat this dominance applies to other ‘non-spatial tasks’. Touch
ad an intermediate contribution, dominating vision and being
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ominated by audition. This confirms the tendency observed
n previous experiments investigating auditory-tactile [8,9,29]
nd visuo-tactile integration [7] in similar event-counting
asks.

.3. Variability as a ‘predictor’ of the relative contribution
f each modality

The dominant modality, audition, was the least variable
odality to perform the task. More specifically, for the trials

n which only the Target was presented (i.e., no Background),
he responses were less variable when the subjects counted
eeps than when they counted flashes or taps. By contrast,
he most variable modality, i.e., vision, was the least efficient
n biasing the other two modalities and the most suscepti-
le to bias. The intermediate position of touch in terms of
elative contribution (i.e., dominated by audition and dominat-
ng vision) corresponded to an intermediate position in terms
f relative variability (i.e., more variable than audition and
ess than vision). In line with this pattern, we found that the
ackground-evoked bias was strongly determined by the rel-
tive weight of the Background. When the relative weight of
he Background was low (e.g., vision alone as Background),
he induced bias was weak. By contrast, strong biases were
bserved when the Background had a high relative weight
e.g., when the target modality was vision). Taken together,
ur results therefore suggest that when task-relevant and task-
rrelevant sensory channels are automatically integrated, the
elative contribution of each channel is determined by its rela-
ive reliability – 1/variance –, which is consistent with previous
tudies on the automatic integration of bimodal sensory signals
1,2,7].

.4. Combining two modalities as Background increases
he evoked bias

The induced bias was larger when the Background consisted
f two modalities than when it consisted of just one of the same
wo modalities. For instance, when touch was the target modal-
ty, the Background-evoked bias resulting from the combination
f audition and vision was significantly larger than the biases
espectively evoked by audition alone and vision alone. The
ifference was substantial since the ‘combined-bias’ (slope of
.43) was larger than the sum of the individual biases (slope
f 0.37). Similarly, when audition was the target modality, the
ias evoked by the combination of touch and vision was larger
han the sum of the individual biases respectively evoked by
ouch alone and vision alone (slope of 0.11 when combined ver-
us 0.10 when summed). The strong correlation between the
eight of the background and the amplitude of the bias sug-
ests that these increases of the bias resulted from an increased
eight of the Background when it consisted of two modalities

see Fig. 6). In line with this, the increase in bias amplitude can-

ot be large if the increase in reliability is small. This likely
xplains why with audition as Target, combining touch and
ision as Background failed to induce a bias that differed sig-
ificantly from the bias evoked by touch alone (p = 0.06). In
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t
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he same way, when vision was the Target, combining audition
nd touch did not change much the relative weight of the Back-
round compared to audition alone. It is therefore not surprising
o observe that the bimodal Background failed to significantly
iffer from the unimodal Background consisting of audition
p = 0.09).

. Conclusion

By testing the interactions between three modalities, this
xperiment provided us with a richer picture of multimodal
ntegration. Our main results can be summarized as follow: (1)
ision, touch and audition are automatically integrated for the
erception of sequences of events; (2) the three modalities do
ot equally contribute to the integrated percept; (3) the relative
eliability of each modality can be used to predict its relative
ontribution to the percept; and (4) combining two congruent
odalities that are task-irrelevant (i.e., Background) increases

he Background-evoked bias compared to presenting just one
ask-irrelevant modality. Because vision, kinesthesia (i.e., touch
nd proprioception) and audition are the three modalities that
re the most likely to be rendered in virtual environments, our
esults provide interesting insights for the design of such envi-
onments. For instance, they suggest that vision alone plays a
inor role in feeling the contact with objects, at least when

ouch and sound are available. They also suggest that audi-
ion could be used to enhance the feeling of contact if it is
ppropriately coupled with touch. It could notably help increas-
ng the perceived frequency of repeated contacts over a short
eriod of time (e.g., when the tactile stimulation is around
he saturation threshold of tactile sensors). In that respect, our
esults are in line with previous works highlighting the important
ole-played by sound in the perceived interactions with objects
3,15,24,33].

On a more general level, if one wants to exploit multi-
odal integration for modality substitution purposes (e.g., if

he real-time rendering of a physical property poses computa-
ional difficulties) or to create illusions, our findings suggest that
ombining two substitution modalities would be more efficient
han using only one because it would increase the reliability of
he substitution modalities. Also, our results suggest that when
eveloping multimodal virtual environments, having a protocol
easuring the variability of each modality to perform a target

ask would allow the designers to determine which modalities
re the most ‘important’ ones and which modalities are more
egligible. For any given task, using such a protocol would
rovide useful guidelines for the management of the rendering
esources. Finally, our results provide fundamental insights into
he mechanisms of sensory fusion, which might be applicable in
obotics as well. This is especially the case when multiple sen-
ors are combined, as for instance in autonomous cars or with
umanoids.
cknowledgements
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