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Sequences of auditory beeps and tactile taps were simultaneously
presented and participants were instructed to focus on one of
these modalities and to ignore the other. We tested whether
(i) the two sensory channels bias one another and (ii) the inter-
action depends on the relative reliability of the channels. Audition
biased tactile perception and touch biased auditory perception.

Lowering the reliability of the auditory channel (i.e. the intensity
of the beeps) decreased the e¡ect of audition on touch and
increased the e¡ect of touch on audition. These results show
that simultaneous auditory and tactile stimuli tend to be automati-
cally integrated in a reliability-dependent manner. NeuroReport
18:1157^1161�c 2007 LippincottWilliams &Wilkins.
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Introduction
Recent experiments showed that the tactile perception of
sequences of taps delivered on the index fingertip could be
biased if task-irrelevant auditory beeps are simultaneously
presented [1,2]. More specifically, the participants perceived
more and less taps when more and less beeps were
presented [2]. The tendency of the central nervous system
is to automatically integrate stimuli provided by different
sensory channels when these stimuli are likely to be
generated by the same physical event. Such automatic
integration has a functional relevance as redundant sensory
signals reduce the variance of perceptual estimates [3,4] and
enhance stimulus detection [5–7]. These benefits probably
result from the existence of multimodal neurons whose
firing frequency is more likely to increase when multiple
rather than single sensory inputs are available [8]. More
specifically, concerning the integration of auditory and
tactile afferents, associative cortical areas [9–11] as well as
areas traditionally considered as unisensory – like the
somatosensory cortices [12,13] or the auditory cortices
[12,14–17] – have been found to display a greater neural
activation during simultaneous auditory and tactile stimu-
lations than during auditory-alone and tactile-alone stimu-
lations. Assuming reasonably that these neural processes
underlie the perception of combined auditory–tactile sti-
muli, these two sensory channels should influence one
another. Specifically, not only should audition bias touch but
touch should also bias audition.

Auditory and tactile events in this experiment were
simultaneously presented (i.e. maximal temporal overlap
between the auditory and tactile sequence) and the
participants were instructed to focus on one modality and
to ignore the other. The modality that was task relevant
varied across sessions, which allowed us to test whether the
auditory and tactile modalities biased one another. We also

varied the intensity of the auditory events across sessions
and measured whether the nature of the auditory–tactile
interaction – how much each modality biased the other
one – changed accordingly. The aim was to assess whether
auditory and tactile signals were integrated in a reliability-
dependent manner. The relative reliability of a sensory
channel corresponds to the relative uncertainty of the
information it conveys, and is inversely proportional to its
relative variance [3]. Several experiments suggest that when
perceptual estimates are based on multiple redundant
modalities, the relative weight of each modality is propor-
tional to its relative variance [3]. We tested here whether the
same principle also applies to situations in which one of the
channels is explicitly task irrelevant. If this were the case, it
would suggest that weighted integration is a ‘generic’
principle by which information uncertainty is accounted for
when sensory inputs are processed.

Methods
Twenty-four right-handed participants (aged 18–29,
mean¼24 years) participated in the experiment. None of
these participants had a history of sensorimotor or auditory
disorder. All participants gave their informed consent before
taking part in the experiment, which was performed in
accordance with the ethical standards laid down in the 1964
Declaration of Helsinki.

The participants were seated, with their right forearm
and hand resting palm upwards at belly level on a table
(72 cm high). A PHANToM (SensAble Technologies,
Woburn, Massachusetts, USA) force-feedback device (see
Fig. 1a) fixed to the table was used to generate the tactile
stimuli (taps of 1 N indenting the skin of the index fingertip
by approximately 2 mm) via a metallic pin of 3 mm
diameter. The participants could not see their hands or the
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force-feedback device. For the whole duration of the
experiment, participants wore earphones that continuously
emitted a white noise (71 dB), which masked the noise
generated by the tactile stimuli. The earphones were also
used to present the auditory stimuli (beeps, 790 Hz, 74 dB
when loud, 41 dB when quiet). The participants launched
the trials and gave their responses using a keypad placed on
their laps. The responses were given after each trial. The
participants reported on how many events they perceived in
the target modality, being free to enter any number as a
response.

The experiment was composed of four sessions during
which tactile taps and auditory beeps were presented in
temporal overlap (see Fig. 1b). For each session, the
participants were instructed to count the number of events
in one modality (Target) and ignore the other modality
(Background). For each trial, a sequence of two to four
events was presented in the target modality. The number
of events presented in the background modality could be
zero (Target alone), one less (#Background¼#Target�1), the
same number (#Background¼#Target) or one more (#Back-
ground¼#Target + 1). Each session therefore consisted of 12

experimental conditions. Participants performed 10 trials
per experimental condition, for a total of 120 trials per
session. For each session, all 12 experimental conditions
were intermixed and the trials were presented in a random
order.

The target was touch in two sessions (Touch Loud and
Touch Quiet) and audition in the other two sessions
(Audition Loud and Audition Quiet). The auditory beeps
were loud (74 dB, signal-to-noise ratio¼3 dB) in two sessions
(Touch Loud and Audition Loud) and quiet (41 dB, signal-
to-noise ratio¼�30 dB) in the other two sessions (Touch
Quiet and Audition Quiet). The duration of the taps and
beeps was 50 ms, and the delay between the onsets of two
successive events in both the tactile and auditory sequences
was 100 ms. The delay before the onset of the auditory
sequence was systematically adjusted so that the middle
portions of the auditory and tactile sequences coincided in
time. The auditory and tactile sequences were aligned in
time when the two sequences had the same number of
events and were, otherwise, temporally interleaved. This
adjustment allowed a maximal overlap between the
auditory and tactile sequences for trials in which the
number of events in the respective sequences differed
(i.e. one event less and one event more). All participants
participated in the four sessions consecutively, but there
was a different order for each participant. The total
experiment lasted about 1 h (15 min per session).

For the data analyses, all statistical tests were made using
repeated-measures analyses of variance (ANOVAs). Post
hoc comparisons using Newman–Keuls tests (Po0.05) were
performed when necessary.

Results
For each session, we tested whether the background
influenced the percept. The individual averages were
entered in a 3*4 [number of events in the target (2, 3,
4)*number of events in the background (target alone, one
event less, same number of events, one event more)]
ANOVA.

The perceived number of events always depended on the
actual number of delivered events in the target modality [F
(2, 46)¼ 732.47, 551.78, 903.93 and 520.29 for ‘Touch Loud’,
‘Touch Quiet’, ‘Audition Loud’ and ‘Audition Quiet’,
respectively; P always o0.001]. In each of the four sessions,
participants’ responses significantly differ between the
three Target levels, indicating that the participants always
distinguished whether two, three or four events were
presented (see Fig. 2). More interestingly though, the
perceived number of events also depended on the number
of events presented in the background [F (3, 69)¼ 55.40,
20.92, 8.42 and 51.98 for ‘Touch Loud’, ‘Touch Quiet’,
‘Audition Loud’ and ‘Audition Quiet’, respectively; P
always o0.001]. Participants always perceived significantly
fewer events for the ‘one event less’ than for the ‘one event
more’ condition, except for the ‘Audition Loud’ session. For
the ‘Audition Loud’ session, the post hoc tests revealed no
difference between the four background levels, although, as
mentioned above, there was a significant main effect of the
background. For the ‘Audition Quiet’ session, all back-
ground levels differed from one another except for ‘target
alone’ and ‘one event less’. For the ‘Touch Loud’ session, all
background levels differed from one another except for
‘target alone’ and ‘same amount’. Finally, for the ‘Touch
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Fig.1 (a) Experimental setup. (b) Temporal pro¢les of the stimuli for all
sessions. The delay before the onset of the background sequence was
systematically adjusted so that the middle of the target and background
sequences coincided with respect to time. The example given here
corresponds to a trial in which two events were presented in theTarget
modality and onemore event in the backgroundmodality.
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Quiet’ session, the ‘one event more’ differed from the other
three levels, which did not differ from one another.

For each session, the ‘target alone’ trials (i.e. no Back-
ground was presented) were used as the baseline of
participants’ perceptions of Target. The variability of these
baseline responses was compared between the four different
sessions. Individual standard deviations for the target alone
trials were entered in a 4*3 [session (Touch Loud, Touch
Quiet, Audition Loud, Audition Quiet) * number of events
in the target sequence (2, 3, 4)] ANOVA.

A main effect of the session on the variability of the
responses [F (3, 69)¼ 45.63, Po0.001] was seen, and no
effect of the number of events on variability of responses
could be observed. The post hoc test revealed that the
estimates were more variable when the participants had to
count quiet beeps than for the other three sessions, which
did not significantly differ from one another (see Fig. 3a).
This confirmed that lowering sound intensity reduced the
reliability of the auditory signals. On the other hand,
responses’ variability did not depend on the number of
events in the target sequence.

Finally, we tested whether changing the intensity of the
beeps quantitatively altered touch–audition interaction.
To do so, we first computed background-evoked errors for
each session and for each participant. The mean responses
obtained in the trials in which only the target was presented
were subtracted from the mean responses for the trials in
which a background was presented (i.e. one event less, same
number of events, and one event more background
conditions). The individual errors were then averaged
across the three ‘target’ conditions (i.e. two, three and four
events presented in the Target modality) and a regression

line was fitted to the means. The slope of the regression line
represents the influence of the background. A slope of zero
would indicate that the background does not influence the
percept at all, whereas a slope of one would indicate that
the percept is completely determined by the background.
The individual slopes were entered in a 4*1 [session (Touch
Loud, Touch Quiet, Audition Loud, Audition Quiet)]
ANOVA.

As depicted in Fig. 3b, background loud beeps had a
stronger influence (Po0.001) on tap perception (average
slope of 0.34) than quiet beeps did (average slope of 0.13).
Similarly, background taps had a stronger influence
(Po0.001) on the perception of quiet beeps (average slope
of 0.27) than on the perception of loud beeps (average slope
of 0.08).

With loud beeps, the influence of audition on touch was
stronger than the influence of touch on audition (Po0.001).
With quiet beeps, the pattern of results was reversed, the
influence of touch on auditory perception being stronger
than the influence of audition on tactile perception
(Po0.001).

Discussion
Several studies showed that when stimuli are simulta-
neously presented in two modalities and the participants
instructed to focus on one of these modalities, the
perceptual estimates can be biased by the to-be-ignored
modality [1,2,18–21]. In line with this, the results of the
current experiment confirmed earlier results showing that
task-irrelevant auditory beeps can bias the perception of
tactile taps [1,2]. Such biases were, however, usually only
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observed one way, i.e. if modality A biased estimates based
on modality B, then modality B failed to bias estimates
based on modality A [18–21]. In contrast with these results,
we found here a two-way bias between audition and touch,
the two modalities biasing one another. The perceived
number of tactile taps depended on the number of task-
irrelevant auditory beeps and, conversely, the perceived

number of beeps depended on the number of task-irrelevant
taps. This perceptual two-way bias likely reflects the neural
integration of auditory and tactile afferents in brain
structures such as the associative cortical areas [9–11], the
somatosensory cortices [12,13] and the auditory cortices
[12,14–17].

The strength of the relative biases between audition and
touch depended on the relative reliability of each modality.
With loud beeps, audition was more reliable than touch and
the auditory-evoked bias of touch was stronger than the
touch-evoked bias of audition. Reducing auditory reliability
– as confirmed by the increase in variance of the auditory
alone estimates – reversed the pattern of results. In
particular, with quiet beeps, the touch-evoked bias of
audition was stronger than the auditory-evoked bias of
touch. This corresponded to the fact that touch was more
reliable than audition with quiet beeps. In other words,
which modality dominated in terms of evoked bias
depended on the relative reliability of the two modalities.
These results are reminiscent of weighted models of
multimodal integration, which state that the relative weight
allocated to the different channels is inversely proportional
to the relative variance of each channel [3,4]. The key idea of
these models is that the central nervous system takes into
account the relative uncertainty of the information provided
by the different sensory channels to come up with a percept
that is statistically nearly optimal. This approach has been
gaining general acceptance in the past few years both for
understanding data collected in behavioral experiments
[4,22] and for the development of neural-computational
models [23,24]. For example, Ma and colleagues [24]
recently proposed that the distribution of neuron popula-
tions could ‘use’ the firing rate variability of individual
neurons to code information uncertainty in a statistically
optimal way. To date, the behavioral studies that showed
that multimodal integration is reliability dependent essen-
tially consisted in providing redundant sensory information
about a given stimulus in two different sensory channels
and asking the participants to perform an estimate based on
both channels [3,24]. In contrast with these studies, in our
experiment, only one channel was task relevant. Indeed, our
participants were instructed to focus on one modality and to
ignore the other one. Our results, nevertheless, show that
audition and touch were integrated in a reliability-depen-
dent manner. This is interesting because it suggests that
weighted integration is a ‘generic’ principle by which
information uncertainty is accounted for when sensory
inputs are processed.

Conclusion
Our results confirmed that task-irrelevant auditory beeps
can bias the perception of tactile taps [1,2] and showed that,
conversely, task-irrelevant tactile taps can bias auditory
perception. With loud beeps, the bias of audition on touch
was strong and the bias of touch on audition was small.
Reducing the intensity of the beeps reduced the bias of
audition on touch and enhanced the bias of touch on
audition. Taken together, these results show that (i) auditory
and tactile sensory signals tend to be automatically
integrated, (ii) the perceptual bias resulting from the
integration process is two-way and (iii) the relative
reliability of the signals modulates the nature of the
integration process.
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